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SUMMARY: Virtual Reality (VR) is a powerful tool for providing active and interactive learning experience for students where real-life physical conditions are not available. Visualizations of construction sequencing of components have been identified as an area where VR can enhance student learning. VR simulations allow students a flexible learning environment for them to explore without restrictions of timing physical site visits or inherent dangers of an active construction project. One of the barriers for widespread use of VR in the construction classroom is the lack of available content. This paper explores the development of a framework for rapid content development that can help students develop an understanding of the sequence and components of construction assemblies. The framework and necessary model development is discussed with initial responses from students to a pilot test of the simulations in the classroom.
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1. INTRODUCTION

Experiential learning, through hands-on engagement, is beneficial for students in a construction management curriculum because it enhances students’ fundamental conceptual understanding of material (Davis and Cline, 2009). Typical means of experiential learning for construction management students include service learning projects like Habitat for Humanity (Cho et al, 2015), hands-on laboratory to supplement classroom learning (Jin and Nakayama, 2013), and internships (Moore and Plugge, 2008). When used to augment classroom based learning and content, experiential learning has been shown to enhance comprehension of concepts and applying the knowledge to the real world (Hegazy et al, 2013). When real work activities are not possible do to limitations of resources, simulated learning environments have been examined as a method for experiential learning. Simulated games have helped improved the traditional classroom experience by providing students a better understanding of concepts and how to apply those concepts to real-world applications (Hamzeh, 2017). Simulated training and learning environments have been identified as effective means of learning skills, especially when learners have appropriate supervisory support to provide motivation and confidence (Douglas-Lenders et al, 2017). Enhanced simulations for experiential learning can be made possible with Virtual Reality.

Virtual Reality (VR) is a computer simulated environment that allows for user interactions in a virtual world. When properly developed, VR can provide students with an active learning environment (Sala, 2016). Comprehensive learning in a 3D virtual environment allows learners to retain more complex concepts of 3D phenomena as opposed to other forms of conceptualization (Roussou et al, 2006). This is attributed to the user’s ability to freely navigate and engage the environment and learn by exploring and observing complexities of the environment that are not otherwise easily understood (Winn et al, 2002). Success of the experiential learning depends on the types of tasks that the user is performing and vividness and level of realism of the environment (Kwon, 2018).

When comparing methods of experiential learning Jin and Nakayama (2013) found that providing students in an engineering occupational safety course with a lecture and VR simulation allowed for the same level of learning as a lecture with a physical lab experience in terms of understanding safe operation of the equipment. Both methods allowed for enhanced understanding over a “lecture only” experience (Jin and Nakayama, 2013). VR in the classroom can provide a blended learning environment, allow for learning that is more efficient, improve recall of information, and provide an experiential learning tool to transfer perceived knowledge to practice (Maghool et al, 2018).

Additional environmental conceptualization may be possible with immersive VR. Immersive VR places the user is completely in the environment through the means of a Head Mounted Display (HMD) or Cave Automatic Virtual Environment (CAVE). Immersive VR provides a sense of presence in a place where they are not physically located. Immersive environments provide positive effects on cognition in terms of memory recall because immersion within the environment makes the brain encode experiences much like they were physically happening (Repetto et al, 2016). Immersive VR has been utilized in various domains for education and training when time, inaccessibility of the physical event, safety due to dangerous situations, and ethical concerns are barriers to students participating in the actual event (Freina & Ott, 2015). Immersive experiences create a higher level cognitive encoding within the working memory of the brain which correlates to greater cognitive retrieval over time (Jaiswall et al, 2010). Not only can VR and immersive VR improve student cognition but virtualized 3D environments have also been shown to increase learners’ motivation in learning skills and concepts (Winn et al, 2002). VR training has been found more effective in maintaining trainees’ attention and concentration (Perlman and Barak, 2013). Shu et al (2018) identified that user performance and understanding of content was improved with the use of HMD-VR as opposed to computer screen based VR simulation. They believed that user involvement of moving their head to move around the space and moving their arms to select things and pick things up, as opposed to just using the mouse and keyboard, helped the user have a better sense of presence and self-efficacy within the simulation thus providing a better understanding of the scenario (Shu et al, 2018).

It is with this in mind that immersive VR has been explored as a method for students to visualize 3D environments and construction sequence in an undergraduate Materials and Methods classroom as part of a construction management curriculum. Due to the lack of time within the class schedule to allow for multiple site visits and the lack of hands-on lab space and resources to create multiple physical mock-ups, VR has proven to be a promising and viable alternate solution.
Preliminary studies have shown that students see value in the use of VR to support classroom based learning. Students have identified VR as a potential medium to provide better visualization of building processes, understanding of complex assemblies, participation in virtual site visits, and exploring construction sequences and processes (Lucas, 2018a). Additionally, students identified that VR environments allowed for better understanding of spatial features, material usage, scale, and assembly of components when compared to traditional classroom methods of rendered images, pictures, and videos (Lucas, 2018b). To expand on the preliminary study an immersive VR module was created to demonstrate the construction sequence and related assemblies of a wood framed structure. This paper discusses the processes of creating the virtual learning module, the framework for rapidly developing content, and preliminary results of using the simulation in the classroom.

2. BACKGROUND OF VR IN DESIGN, CONSTRUCTION, AND EDUCATION

Prior uses of VR and simulation for design and construction have been developed to help students increase awareness and advance their understanding of complex conditions in structural design, construction management processes, safety, and spatial orientation. The technology has long been of interest as a means to enhance the educational experience of students in multiple domains.

Fogarty et al (2015) utilized both CAVE-type VR (Cave Automatic Virtual Environment) and HMD-VR (Head Mounted Display) to substitute for limitations in hands-on lab space for students in a structural lab. Students were able to learn about structural components and assemblies in a virtual environment outfitted with dynamic models to demonstrate structural concepts. Luo and Chhabda (2018) also developed online virtual lab modules for structural design and analysis that allowed students to customize designs and test them within a virtual lab to see how they reacted to various loading conditions. Both offered students means to explore concept and what-if scenarios that were not possible in a traditional classroom lab setting.

Related to construction management processes, Messner et.al. (2003) developed a system within a CAVE environment to allow students to review 4D Simulations. Results included observations that students provided better critiques of the models they and others made in the full-scale virtual environments as opposed to 2D representations of the model. Pariafsai (2016) developed an interactive game to teach construction management processes that helped improve students’ problem solving and critical thinking skills. Related to construction methods and assemblies of bridges, Sampaio et.al. (2010) utilized a model that can easily be deconstructed in a virtual environment to enhance students’ understanding of components of design.

3D simulation and VR have also been explored in construction safety. Immersive VR allowed for placing new trainees in virtual unsafe work scenarios to test human behaviour to the unsafe conditions that are commonly found in practice (Hilfert et al, 2016). Jin and Nakayama (2013) incorporated virtual 3D safety exercises into an engineering technology program to help students better understand safety in a laboratory setting. Another study examined the use of VR with hazard inspection and recognition within a VR environment (Le et al, 2014). Zhao and Lucas (2015) examined the use of VR simulations for training related to electrical hazards. Additionally, Pedro et.al. (2016) incorporated virtual content to compliment traditional lectures in a construction materials classroom to integrate safety information through mobile based virtual simulations. Preliminary findings were reported as benefiting students’ understanding of safety concepts on a dynamic jobsite.

When examining architectural students’ understandings of perception of space it was found that a larger scale, immersive projection allowed for a more favourable perception of space than a non-immersive VR system on a work station (Paes et al, 2017). These findings are similar to case study observations where CAVE-like VR projection systems were utilized for client and user design review in healthcare design that showed benefits of greater understanding of spatial conditions by the future occupants of the facility after being immersed in the environment (Lin, 2018).

Even within the construction industry VR has been used to explore complex spatial situations and enhance visualization of construction elements. Bolton (2018) explored the use of VR for 4D-based collaborative constructability analysis and review through the development of a comprehensive, structured framework. Virtual reality and dynamic simulations were also utilized to link construction process simulation to landscape architecture design with interactive virtual software (Ma and Xia, 2017).
3. METHODOLOGY

Since VR simulations have the ability to offer an experiential and active learning experience for students to visualize and understand complex three-dimensional conditions, it is being explored as a supplement to classroom learning in construction education for a materials and methods class. The classroom experience for the Materials and Methods of Construction courses at Clemson University have traditionally been 2D media with samples of some materials that offered minimal hands-on learning. Because of resource and space constraints, physical mock-ups were not viable. Additionally, due to time restrictions, field trips to observe actual construction in person were limited. Students within the program are required to have internship experience as part of their graduation requirements but at the time of the course offering the students had not completed the requirement or if they have experience there was no way to directly link their unstructured internships with the material of the structured course. Therefore, virtual reality simulations were explored as a substitute for hands-on experiential learning.

A major barrier to VR use in the classroom was lack of relevant content to support the classroom format. This research documents efforts to provide relevant content to support students learning of sequencing and assemblies of construction. The goal of the research was to rapidly develop useable simulations for the materials and methods class. The objectives for this study included:

1. Creating methods for simulation interactions that would provide students with a means of expanding their knowledge and comprehension of construction sequencing and assemblies.
2. Developing a flexible framework within the game engine software that would allow for rapid creation of simulations of different assemblies.
3. Ensuring minimal required customized coding to allow for simplicity in developing additional simulations to quickly develop new content as new models were created.
4. Testing the effectiveness of the VR simulations in augmenting student understanding of the material.

The research was broken into multiple parts (Figure 1). The first was to perform a preliminary study to address Objective #1 and ensure that what was created would be something the students would be able to use and learn from. The students’ perceptions of VR and comfort level of using the VR technology were documented. With positive results from the preliminary study a conceptual framework for developing the simulations was designed and developed. When the prototype simulation was created, care was taken to ensure that Objectives #3 was taken into consideration. Objective #4 will be tested as a part of future research.

Fig. 1: Research Methodology
3.1 Preliminary Studies

Before any major development was done in terms of creating the simulated environments a preliminary study was completed to identify the following:

1. How students would respond to VR in the construction undergraduate classroom
2. Comfort level of students using the VR technology for learning and self-exploration
3. Best navigation and wayfinding techniques through a model for the student population

A simple model of a framed assembly was created from Sketchup and deployed to a Samsung GearVR headset utilizing Unity for the preliminary studies (Author, Year). The study consisted of three steps of interaction on behalf of the participating students: 1.) a pre-VR use survey to document demographics, prior experience levels of using VR, and preconceptions about VR use, 2.) a VR demonstration where students were able to virtually navigate through the model, and 3.) a post-VR use survey to gauge student reactions.

As a result of the preliminary study the majority of the students were very positive to the idea of using VR to augment construction education. The top potential use listed was for assembly visualization and understanding construction sequences. They also indicated that the use of a navigable virtual environment provided them a better understanding of space, details of assemblies, and material usage than photos and videos used in traditional classroom methods. Some of this may simply be due to the use of new technology, however many students indicated that they liked the control the VR simulation gave them over what they saw in the environment as opposed to static renderings or defined animations. Lastly, the preliminary study was used to gauge the susceptibility of students to cyber-sickness with this type of application. Cyber-sickness, or simulation sickness, is similar to motion sickness where the brain senses movement while other physiological sensors in the body indicate that you are not moving, thus causing nausea, dizziness, vertigo, or general discomfort (LaViola, 2000; Dennison et al, 2016). Most students acknowledged minimal to no issues with discomfort as a result of participating in the preliminary study with no one experiencing major discomfort (Author, Year).

3.2 Content Development Framework

Once students have expressed their interest and acceptance of utilize the simulations as a potential learning tool a content development framework was created. Flexibility of the design was important to allow for incorporating various models of different assembly components without the need for massive amounts of customized programming. Since construction sequences are very additive processes this allowed for a simple conceptual model within the framework of turning elements “on”, or make them visible, when they were put in place. Unless if temporary systems, such as scaffolding, are included in part of the simulation, components are installed over the existing components which allow elements to be made visible when necessary to depict the sequence of assembly. The framework was developed utilizing coding to turn selected elements “on” to make them visible within the simulation as specific trigger buttons are pushed. This allows for rapidly developing simulations of virtually any model by identifying which elements within the model should be turned on in each step of the sequence.

The schematic steps of the framework (Figure 2) include:

1. Model development, for the purposes of the study models were developed in SketchUp, the model was developed in a way that grouped the elements of the model in layers based on each step of the sequence.
2. Importing the model into Unity (game engine) with grouped element to match the sequence.
3. Linking components of the model to each step of the sequence array that was defined during the pilot simulation development.
4. Deploying the simulation for use with a compatible platform which includes both desktop and HMD-based Samsung GearVR versions.

Fig. 2: Schematic framework for VR content development
3.2.1 Model Development

The models for the study were developed using SketchUp for two reasons. The first is the ease of which SketchUp models can be utilized within Unity. The second was the fact that an accurate geometric representation of the assembled components was needed more so than a complex building information model that contained data and parameters that are unusable within Unity.

SketchUp models saved as version 8 or earlier can be imported into the Unity development software as an asset without any additional processing of the model components. Attributes of the model, including material references, are brought into Unity as part of the model asset. Additionally, any element from the SketchUp model can have its properties modified directly in Unity without going back to the original source model and reimporting an updated model. The hierarchy of elements is left intact. Models from other software, such as Revit, would need to be exported to specific file formats and materials applied either within Unity or an intermediary software. Since only the geometries were needed, SketchUp was identified as the most appropriate choice for model development.

Additionally, a detailed model that clearly shows components and materials was needed. This required that each framing member, among other elements, be represented in the model. Another reason why SketchUp was used is there was only a need for clear accurate graphic representation of the elements and no need for parametric properties and complexities that are in a more developed building information model. Having the elements modelled individually in a geometric modelling software such as SketchUp easily allowed for the visual manipulations of elements over more advanced parametric based modelling software.

For any model developed to work with the framework, the layers (or groups) of elements created in the model need to correspond with the level of detail planned for the simulation. The model can have multiple layers that end up in one group within the simulation, but breaking a layer up within Unity is not as easy. A model that has more details than needed would be easier to utilize in Unity than a model that does not have enough detail. For example, if the intent is to show the assembly of a wood framed wall, the model would need to have separate layers for the wood studs, insulation, drywall, sheathing, and finishes to be useful within Unity. This would allow each layer to be treated as elements within Unity. If sheathing was included with the stud wall elements on the same layer it would be difficult to have them show up as separate steps within the model because Unity would treat it as the same element. It is easier to combine multiple elements that are input into a GameObject then split the layers within Unity.

For the pilot development a detailed model of a wood framed building was developed. The model including the foundation system, all framing components, rough-in components for mechanical, plumbing, and electric, insulation, and finishes for both the exterior and interior. The elements within the model were grouped together. Similarly, the elements can be placed on the same level (Figure 3).

![Model Developed](image)

**Model Developed**

![Model Components Grouped by Sequence Step](image)

**Model Components Grouped by Sequence Step**

Ex: Foundation, Floor Framing, Wall Framing, etc.

Fig. 3: Model developed and broken by sequence group
3.2.2 Game Engine Environment

A SketchUp model can be imported into the Unity programming environment as a model asset. The elements of the model keep the same hierarchy and attributes from SketchUp and appear within the project navigator window. The hierarchy of the model when it is imported into Unity matches the layers that were used to develop the model in SketchUp. Furthermore, if groups of elements are placed on a layer they will show up as a child asset of the element within the environment hierarchy. Additionally, empty GameObjects can be created in Unity and the programmer can group modelled components under the GameObjects to change the hierarchy or modify the organization of the modelled elements without having edit the original model. Anything within a GameObject can be treated as one object entity when it comes to controlling element behaviours in the simulation. Material mapping is transferred from the SketchUp model, however new materials can be defined in Unity and mapped to elements within the model. Modifications to how components visually appear are easily accomplished within the game engine environment.

Within Unity, all elements within the environment are shown in the scene navigation window. Any level of the hierarchy can be treated as a “GameObject” or a new “GameObject” can be created to group multiple components directly in Unity. For instance, in Figure 4, a group of “Floor_Framing_Complete” was created as a group in SketchUp. This group can be treated as a GameObject within Unity, however in the example shown a separate GameObject of “Floor Joists” is shown which houses the group of modelled objects from SketchUp and some other related modelled objects that were not in the original group. The appearance and behaviour of the GameObject can then be controlled through other programming within Unity. Any element within the model can also be treated as a GameObject to allow for programming functionality and controlling appearances of the element. Sub-elements within the hierarchy of any GameObject that is controlled through the game engine inherit the same functionality as the parent GameObject.

![Unity “GameObject” Group from Sketchup Modeled Components](image)

*Fig. 4: Model in Unity*

3.2.3 Sequence Programming

In order to create the sequencing portion of the simulation, a C# code method was created. The method acts as an asset within Unity and can be connected to any GameObject. For the purposes of the framework it was connected to the “Ground Plane” object in the model. When the simulation is executed, the method is run and creates an array to store game objects. The C# method creates an array of objects and a counter set at zero (0). The “Sequence” array is a place holder for the groups of modelled elements used for the simulation. The counter is used to identify the step of the simulation that is active. The method is also coded to set theSetActive property of all elements in the array of elements to “off” so they are not visible to the user at the start of the simulation.
When first developing a simulation with a new model within the framework, the “Sequence” array needs to be defined. The array is customized for the elements of the model to show the sequence steps of the simulation (Figure 5). Groups of modelled components treated as GameObjects are linked to the array elements. Some preparation in how the model is created and organized is required to streamline the process. In the example shown for the model of a small wood frame residence all elements that represent one step in the sequence were grouped in the same GameObject. For instance, the simulation shows that the “Foundation” will go in place first. The elements that made up the foundation walls and footings were grouped in layers within SketchUp and then placed in the same GameObject represented in the model hierarchy as “Foundation”. This GameObject can then be dragged from the asset window to the “Sequence” array as “Element 0”. The “size” on the “Sequence” array represents the number of elements in the array. Within the developed framework, the size represents how many steps are desired to simulate the assembly process. GameObjects with elements to represent each subsequent step of the assembly process are connected to the subsequent “Element” within the array in the order that the assembly components would be put in place.

The next step of the C# method is to execute the visual changes of the model based on user input when the simulation is running. This is done by using trigger keys and a counter to turn on and off the elements of the defined array (Figure 6). The simulation is controllable through mouse and keyboard functions or inputs from an X-box style controller. One trigger key is used for increasing the counter while a second trigger key is used for decreasing the counter. As the counter is increased, the group of elements in the model that are assigned to the element with the same number in the “Sequence” array are turned to be visible. If the trigger to decrease the counter is clicked then the last group that appeared is turned off to represent the prior step of the sequence. This coding allowed for the adding of new components onto the model within the executed simulation. This allows the user to view different steps of the sequence (Figure 7).
// Update is called once per frame
void Update () {

    if (Input.GetKeyDown("l")) //Additive incremental input key, when key is pushed
    {
        if(counter >= sequence.Length) //test for upper constraint
        {
            counter = sequence.Length - 1;
        }

        sequence[counter].SetActive(true); //turn on step of sequence
        counter++; //add one to the counter for next button click
    }

    if (Input.GetKeyDown("k")) //Deductive incremental input key, when key is pushed
    {
        counter--; //reduce counter by one to identify

        if (counter <= 0) //lower constraint test
        {
            counter = 0;
        }

        sequence[counter].SetActive(false); //turn off step of sequence
    }
}

Figure 6: Update Method for changing model view

Figure 7: Sequence Progression

Additional text blocks were added to each element group with a description of each new step of the sequence. These text blocks were added over the existing text block within the GameObject connected to each element array. At this stage, the simulation can be built as an executable file to run on a desktop computer and controlled either with a mouse and keyboard or an X-box style controller.

3.2.4 Desktop versus GearVR Development

Deploying the simulation through an immersive headset required some modifications for the programming of the user controls. However, the programming for the sequential appearance of assembly components remained the same. The OVRPlayerController within Unity was used for navigational controls. Additional modifications were made for the trigger key controls to work with the X-box style controller utilized with the VR headset.

Initial VR testing was conducted using the Oculus Rift connected to a Dell XPS 8910. Utilizing the Rift and high powered computer to view the simulation allowed for the user to experience smooth navigation with no lag or distortion. However, once the simulation was built for use on GearVR utilizing a Samsung S7, some lag of user movement and distortion appeared. The model was too complex once fully visible to allow for easy navigation.
The lag and distortion was a potential distraction to the user. To prevent this from being an issue with the lower powered GearVR headset additional programming was added to limit the amount of “unseen” objects within the model that were being rendered. This can be done in two ways, Occlusion Culling can be enabled. Occlusion Culling calculates which objects are visible within the camera view. If an object is hidden by another object, or occluded, it will not render in the scene. The elements of the model need to be set up to either act as an “occluder” or “occludee” or both. Having significant objects in the model would require greater processing power to determine if an object is occluded from a scene as the camera is moved. However, it will help with the power needed for rendering the object meshes that are not visible in the scene if the Occlusion Culling was not used. Depending on the size of the model and number of meshes set up to act as “occluder” elements, it can slow down the processing of the model and result in lag or distortion.

Another method is to manually determine which elements at a given stage of the simulation are visible and add custom programming. For example, once floor sheathing was in place there was no need to have the joists visible as the only way the user would see the joists is if they were under the floor which was not an option. Once the floor sheathing was put in place through the sequence method and Element [3] “Floor Sheathing” was visible, the coding turned off Element [2] “Floor Joists”. This code was added to the trigger keys as an “if-then” statement (Figure 8). Additionally, once the Element [3] “Floor Sheathing” was turned off by the trigger key to go backwards in the sequence the coding turned Element [2] “Floor Joists” back to visible. For smaller models with less components, this may not be an issue and the basic framework for the simulation sequencer should work without the need for customized programming.

```csharp
if (Input.GetKeyDown("1"))
{
    if (counter >= sequence.Length)
    {
        counter = sequence.Length - 1;
    }
    // turn off floor joists when sheathing is showing
    if (counter > 3)
    {
        sequence[2].SetActive(false);
    }
}
```

*Figure 8: Hide unseen elements*

Additionally, the text boxes utilized for the desktop version are not elements that render in an immersive headset. Therefore job boards were added to several locations of the simulation to allow the user to read a description of what happened in the sequence of the assembly (Figure 9). These were controlled with the same sequence method as the desktop simulation by grouping the text within the GameObject connected to the array elements. The job boards stay in the same location throughout the entire simulation but the text changes depending on the step of the sequence to describe what has happened in each step of the simulation.

*Figure 9: Job board sequence description in immersive simulation*
3.2.5 User Navigation

The user navigation controls for the desktop simulation were primarily the mouse and keyboard. Alternatively an X-box style controller would also work as an input device. The “l” and “k” keys on the keyboard were used as trigger keys to advance and move back through the simulation respectively. The mouse was used for moving the view angle up and down (mouse y-axis) and turning the view left and right (mouse x-axis). The arrow keys were used for forward and backward movement of the character and the left and right keys were used to strafe the view.

For the immersive simulation usable on an HMD, head tracking, as part of the OVRPlayerController, was used to change the view of the character. The left stick on an X-box controller was used to navigate through the environment and move the character forward, backward, and left-right strife. The “A” key was used as the trigger to advance the simulation (add to the counter) while the “B” key was used to move backwards in the simulation (reduce the counter). Additionally, the directional-pad was utilized to allow the user to turn without the need for the user to physically rotate their body in the direction they wish to move. The right and left bumper buttons were also set to rotate the character in 90 degree increments in the respective direction. This function could potentially cause cyber-sickness because it does not require direct control of the user to change the view. If done too quickly, this rotation can cause sensory conflict within the cognitive processes of the brain. After further user interface and navigation testing this feature may be turned off to minimize user discomfort.

When developing user navigation controls for the simulation best practices were used to create an environment that would allow for ease of navigation and wayfinding while minimizing the risk of cyber sickness. These features included the removal of “head bob”, the up-down movement of the camera to mimic the gate of someone walking in first person, which often causes added sensory conflict and results in feelings of motion sickness, inclusion of acceleration and deceleration when starting and stopping to prevent abrupt changes in motion that can cause vertigo, and limiting the maximum speed allowed for a user to move through the environment to minimize chances of discomfort. Feedback from the student population used for the preliminary study was also taken into account when designing the simulation navigation and wayfinding.

4. INITIAL RESPONSE FROM STUDENTS

The completed prototype sequencing simulation was taken into a Materials and Methods of Construction classroom where the students were learning about wood framing. The simulation was used to compliment the other instructional material utilized for the course. In total, there was one section of the course offered during the semester with 21 enrolled students. The course is given at the sophomore level of the program. The students are typically in their second year of the program or have transferred into the program and taking it concurrently with their introductory course. Most students would have minimal experience and exposure to wood frame construction before taking the course. A preliminary evaluation study was conducted to get initial feedback from the students on the simulation (Fig. 10). It is worth noting that findings from this study are limited do to the size of the class that was used and more extensive studies are planned in future research.

*Fig. 10: Preliminary evaluation study*

The 21 students were all given a pre-test before the content on sequencing wood frame construction was covered through traditional means in the class. The traditional means involved text book readings and lectures that included images and videos. Of the 21 students, 9 students did not use either of the simulations. The remaining 12 students used at least one of the simulations when reviewing the material (4 used only the GearVR, 5 used only the desktop simulation, and 3 used both). The students were all provided the opportunity to utilize either of the simulations.
The groups were formed randomly by the student’s choice to participate. Those who participated were not all considered the “strong” more motivated students based on overall class grades at the end of the semester and because of the voluntary nature to participate overall course grades were not considered as a factor during the analysis.

After the wood framing module of the course was completed a post-test activity and survey was administered to the entire class to judge any knowledge gain advantage provided by the simulations as well as gauge acceptance of the technology for this application with the students who used either simulation method. The normalized knowledge gain was calculated by using the formula:

\[
\frac{(\text{posttest \%} - \text{pretest \%}) \times 100}{(100\% - \text{pretest \%})}
\]

Normalized knowledge gain looks at the subject matter that the students actually learned during the course of the class. The top of the equation is the Actual Gain where the bottom of the equation is the Possible Gain. Overall the class had a 58.5% average knowledge gain. Those who did not participate in using the simulations had a 55.2% knowledge gain while those who used at least one simulation had a 61.1% knowledge gain. Of the three subgroups of those who used the GearVR only, used the desktop simulation only, or used both, the desktop simulation use was slightly higher at 62.5% while using just the HMD or both was 60.1%. Because of the small groups these results only provide promising insight that the simulations actually did have a benefit to the students’ learning. These early findings are consistent with the conclusion of Jin and Nakayama (2013) who found that simulated experiences accompanying a traditional classroom base delivery of material allowed for enhanced learning by the students over a “lecture only” environment.

The students were allowed to provide open ended responses to their perceived benefit of the simulation. The students were favourable to the use of the new methods to support classroom based learning. One student even noted wishing they would have used the desktop simulation for a longer period of time to really understand the material better before the test. Several other students noted a clear benefit of exploring the environment in either simulation because it allowed them to gain a better understanding of the construction sequence and experienced it in scale with control over the environment.

When asked how well they felt the simulations helped with understanding spatial qualities as compared to the traditional in-class methods the result was a 4.3 on a 5 point Likert scale. Additionally, the simulations ability to help understand space was rated a 3.5/5, understanding components of construction a 3.87/5, and understanding the materials that were used 3.4/5. Most students felt that navigation and wayfinding in both simulations was relatively easy and user friendly with only 1 student stating they had issues with navigation in both simulations.

Because of the small response pool, the data was not statistically significant in any analysis run and is purely descriptive. The number of participants was limited to the enrolment in the course at the time the study was conducted. To get a better understanding of the affects of the VR simulation on student learning, the study will be repeated over several more iterations of the course. This will allow for more students and data to be incorporated into the study.

5. FUTURE DEVELOPMENT AND EVALUATION

There are two stages of future research directly related to the simulation described in this paper. The first is to further test the environment with the students according to the spatial perception questionnaire (Paes, 2017) and simulation sickness questions (Kennedy et.al, 1993) to gauge the quality of the simulated environment. This will allow for the evaluating of the simulation environment’s overall design.

The second stage will be to test the ability of the students to actually learn within the environment. Though pilot testing in a small, one section class allowed for some insight, it is important to have a greater understanding as to how well the different forms of simulation can impact the students learning in this context. Ideally, three groups will be utilized. The control group will have access to the course content as it is generally taught. The remaining two groups will be exposed to one of the simulations. The first group will be allowed to have access to the desktop simulation and the second group allowed to have access to the immersive VR. A series of pre-test/post-test experiments and comparison can then be used to gauge which method may have the most influence, if at all, on students actually learning the material and understanding the sequencing of construction activities.
Lastly, since students find perceived value in this type of simulation tool as stated in the preliminary study, additional content can easily be developed if accurate models of assemblies are created. The developed framework used for the simulation will allow for quick and efficient simulation creation if the model is created with the appropriate details and organized in a way to easily group like elements to represent steps in the process.

Assuming a positive impact, further development will be conducted of other assemblies. This will also allow for the incorporation of variations of sequences that could potentially occur. To make this available to the students, a main menu option will be developed that will allow students to examine the existing sequence versus some modifications that are also legitimate sequencing options. Additionally, more detailed pieces of the overall sequence and construction of actual assemblies can be created using the same framework but by using more detailed models to show the finer details of assemblies.

6. CONCLUSION

In order to enhance the experiential learning of construction management students in a Materials and Methods of Construction course VR simulation has been explored. The goal of the research was to identify a method of rapidly developing content to augment the traditional learning materials of the course. Traditional methods for experiential learning that include field trips and hands-on laboratory projects were limited due to resource and time constraints so the virtual environment was explored as a viable alternative.

To explore the feasibility of rapidly developing usable content a single model was developed. This model was used to create a framework within Unity that can be used to create additional content with new models. The framework used as many built-in functions of Unity as possible to minimize the need for customized programming with each individual model. This allowed for flexibility in creating new models and sequences. Due to the nature of the simulations and the goal of showing construction sequences, an additive nature existed allowing layers of elements to be turned on in sequence to show the progression of construction.

With the current setup of the framework, a new model can be imported into Unity as an asset. If the model was created in groups or layers within the original modelling software that corresponds with the sequences of construction a new simulation can be created within a few minutes by mapping the groups of elements to the order of the sequence array. Additional descriptions would need to be updated but this can be done similar to using a text editor and does not require programming knowledge. The programing that was completed is flexible to allow for the framework of development to work without it needing to be changed.

One of the biggest challenges faced for implementing the simulations to a non-tethered HMD, like the Samsung GearVR, is model size and processing power. If the models become too detailed and there are too many rendered elements in the model it can slow down the response time of the user movement which can increase the possibility of cyber-sickness. To combat this in the case study customized coding was utilized to shut off certain objects. This was the only area that was customized for the simulation. If smaller models are used with occlusion culling they should not slow down the processing and allow for easier use and no customized coding. Alternatively, for the desktop-based simulation or use with a tethered HMD, the Oculus Rift, larger models were not as much of an issues because of the graphic processing power provided by the computer as compared to that of a mobile device.

Though evaluation with students and actual learning impact was limited, the response from students was positive with promising results. Overall the students and faculty see value with this type of technology for this purpose. There are signs of the use of these simulations being able to increase the students’ understandings of how assemblies are constructed. There is also interest outside of the materials and methods coursework where similar simulations can be used to help students in estimating and scheduling courses understand larger sequencing events. In conclusion, the hope is that the simulations can help students improve the way they learn about and plan for construction.
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