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SUMMARY: This study investigates the possibility of doing probabilistic forecasting of construction labor productivity metrics for both long-term and short-term estimates. The research aims to evaluate autoregressive forecasting models, which may help decision-makers with information currently unavailable in construction projects. Unlike point forecasts, the proposed method employs probabilistic forecasting, offering additional valuable insights for decision-makers. The distributional information is obtained by updating the moments of the distribution during training. Two datasets are used to evaluate the models: one collected from an entire construction site for long-term forecasting and one from an individual worker for short-term forecasting. The models aim to predict the state of direct work, indirect work, and waste. Several models are trained using different hyperparameters. The models are tuned on the number of trees and the regularization used. The presented method gives estimates of future levels of direct work, indirect work, and waste, which will add value to future processes.
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1. INTRODUCTION

This paper is about probabilistic forecasting of metrics for Construction Labor Productivity (CLP). Probabilistic forecasting concerns the estimate of a future distribution of the given parameter rather than just an estimate of a point. The metrics focused on in this paper are from the work sampling classification scheme: direct work, indirect work, and waste. The forecasting is done for construction labor, which in this project are construction workers from several different trades. The forecasted metrics correlate to productivity, with direct work being an indicator of the level of productivity for the specific worker or trade. This paper addresses the problem that construction projects are inherently difficult to monitor due to their transitory, non-repetitive, and complex nature. This problem is significant because monitoring construction projects is essential to ensure the projects stay within time and budget (Kopsida et al., 2015). Historically, the construction industry has seen slow adoption of disruptive technologies, which, alongside other factors, has led to construction falling behind other industries in terms of productivity increase. Monitoring construction projects is almost exclusively done by manually collecting information that makes it possible to infer past performance (Hui et al., 2015). The construction managers who monitor the construction projects would benefit from predictions or estimates about the future. By determining a way to compare as-planned to estimates of the future as-performed states of a construction project, mitigation strategies can be made based on actual data. Optimization of the as-planned can then be made through simulations. Changes could be regarding site layout, activity sequences, and the definition of work zones. In these situations, future performance would serve as the reward parameter in an objective function. A deeper understanding of construction labor productivity is needed for these analyses and simulations. Current methods make it possible to understand past performances but not future states of the production system. Having information about the future states of the production system can enable future research with added features and help the decision-makers on the construction projects with information that could form the basis for altering their production system based on forecasted values.

CLP is an inherently important metric for construction projects, as labor costs are a significant part of the total budgets of projects (Buchan et al., 2003; Kazaz et al., 2008). Optimizing the projects based on construction workers is difficult, as construction workers are independent resources of the project and, therefore, challenging to alter in terms of working style. A socio-technical system introduces several complications, as the interactions between workers, machines, the environment, and external forces can happen in several different ways (Wandahl et al., 2022). This makes a prediction system more complex, as several external factors can impact how construction workers utilize the time spent on construction projects (Kazerooni et al., 2021). In practice, monitoring is currently done by looking at the past. The closest current practice gets to forecasting is through linear regression when estimating durations of tasks (For instance, time spent on 1 m$^2$ of bricks times total m$^2$ of bricks). Several critical assumptions are made in this estimate, including assuming a constant or mean productivity. Not accounting for the fluctuations in productivity makes right-time interference impossible. Predictions that account for fluctuations make information available that will be valuable in decision-making regarding items such as the sequencing of tasks, procurement, and site layout or in further analyses, for instance, through production system simulations.

Current methods for predicting productivity in the construction domain use independent variables to create models that can estimate the general level of productivity from those variables. The estimation or prediction of productivity is not temporal, which means that in most cases, only one value is given as the prediction. Most research estimates a single value for the entire project, which makes the prediction challenging to use for monitoring purposes. Because of this, the question that will be the focus of this paper can be asked: How can the construction labor productivity metrics be used not only to evaluate past performance but also to get future projections of the production system? The paper aims to develop forecasting models that can estimate future values of construction labor productivity metrics in an autoregressive fashion. Autoregression is used, as this will minimize the efforts needed for data collection. CLP is a complex metric affected by numerous variables, such as weather, experience of workers, details of the specific project (size, number of floors, complexity, etc.), use of technology, and the managerial environment. However, autoregression has been proven successful in similar complex systems such as exchange rates (So et al., 1999), volatility of oil futures (He et al., 2021), and residential energy consumption (Fan et al., 2023). These have many independent variables that will affect the output, but autoregression has been proven successful in these domains. As this is the case, it is deemed apparent to investigate the potential applicability of such methods for forecasting CLP. The forecasting process is explored through the method of boosted trees. Here, several models are trained on two datasets to mimic the extreme use cases: individual productivity metric forecasting and project productivity metric forecasting. To ensure the methods can be deployed on construction projects, a short analysis of the importance of frequency is done to find an optimum between performance and computational efficiency. The output will help decision-makers such as construction managers to understand the
next individual cycles (from the individual forecast) and the future of the overall construction site (from the project forecast). As mentioned, the method does not use external factors such as weather, workforce information (age, experience, etc.), or project details (project size, complexity, number of levels, etc.). The reason for this is that the motivation of the research is to create a simplistic system that can be used in a general setting without the need for extensive data collection.

The objectives of the paper are (1) to give an overview of current productivity prediction research, (2) to develop autoregressive models for productivity metric forecasting, (3) to evaluate probabilistic forecasting methods on both the individual and project level of construction projects, and lastly (4) to evaluate the importance of sampling frequency when working with high-frequency datasets for CLP forecasting.

2. RELATED WORKS

Productivity can be defined as the ratio between the output volume and the volume of the inputs (OECD, 2023). Because of this definition, data can be collected in many forms, and no standard format or data collection method is available, even though it has long been claimed as an essential step (Thomas and Yiakoumis, 1987; Yi and Chan, 2014). Best practices such as work sampling exist, but implementations still differ. CLP monitoring is an essential process in construction projects, as the CLP is a good indication of the overall project status (Wandahl et al., 2022). Monitoring methods, which will be presented in this section, generally fall into two categories: manual monitoring through direct on-site observations and prediction through machine learning using independent variables. The first will only allow for information regarding past CLP, as the method requires on-site data collection and analysis. The second can, as mentioned earlier, predict an average CLP for the entire project. It could be argued that doing so can retrieve future CLP for the project. However, this would not give an understanding of the fluctuation of productivity, but rather an average or momentarily understanding. Alongside monitoring methods, the use of autoregression in construction will be reviewed. This will establish why and how this form of forecasting is applied to construction problems.

2.1 On-site monitoring

The monitoring of CLP has been extensively studied throughout the literature. Work sampling, the most widely used work study-based method to assess labor time utilization (Yi and Chan, 2014), has been used as the data collection method for numerous studies in construction (Allmon et al., 2000; Dai et al., 2007; Dai et al., 2009; Kalsaas et al., 2014; Gong et al., 2011; Wandahl et al., 2021). The distribution between or occurrence of the classes collected through work sampling for construction workers is an essential piece of information to measure and reduce labor waste and, therefore, optimize the time that is spent on construction sites (Liou and Borcherdng, 1968; Gouett et al., 2011; Neve et al., 2020). Optimizing the time spent on construction is an obvious objective, but the methods vary greatly. An essential theory regarding this optimization is the TFV theory (Koskela, 2000) and the concept of flow (Koskela, 1992). A system such as the Last Planner System, which is based on these concepts, will help increase efficiency. However, such well-established systems primarily focus on planning rather than on-site monitoring.

The studies that manually collect project data through, for instance, work sampling, have irregular and inconsistent datasets often limited to a small timeframe relative to the duration of a construction project. This is not an issue for most projects that analyze the data, but it creates difficult datasets to use in more complex algorithms. As work sampling is a time-consuming and labor-intensive task, two weeks of data is already an extensive task. However, consistent work sampling studies, which follow the entirety of a project, are still needed as this would allow for more elaborate studies with continuous data from all phases. Furthermore, it is important to note that work sampling is still considered among the best methods for understanding the current status of CLP. As the data from the work sampling studies are starting to be further used for machine learning models, statistical time-series studies, or other correlation studies, it is also important to consider the irregular temporal nature of many work sampling studies, where the time between data points can vary greatly, when collected through random walks. Several research projects have attempted to automate the monitoring of construction projects and CLP specifically (Barbosa and Costa, 2021). Some of these studies use the classes of work sampling, meaning that when generalized, these frameworks could be used to automatically collect the data usually collected through work sampling studies (Jacobsen et al., 2023). The automation is done using several different methods, for instance computer vision (Gong and Caldas, 2015; Luo et al., 2018), sensors (Joshua and Varghese, 2011; Cheng et al., 2011; Joshua and Varghese, 2014; Ryu et al., 2019; Jacobsen et al., 2023), and audio (Rashid and Louis, 2020; Cheng et al., 2017).
2.2 Autoregressive models in construction

Autoregressive models - models where the output variable depends on its own previous values - are represented in many domains, including construction research. In the construction domain, autoregression has primarily been used for cost forecasting (Xu and Moon, 2013; Hwang et al., 2012; Ashuri and Lu, 2010; Joukar and Nahmens, 2016; Ilbeigi et al., 2017; Cao and Ashuri, 2020; Omar, 2020), but has also been applied in the productivity domain to estimate changes in productivity on an industry-level (Assaad and El-Adaway, 2021). Similarly, Wong et al. (2005) use an autoregressive approach to model labor productivity on a macro-level for the Hong Kong construction industry over a period of 20 years. They use an autoregressive integrated moving average (ARIMA) model to forecast labor productivity with a test set spanning one year with quarterly data points. A test-set performance of 6.6 mean absolute percentage error (MAPE) is obtained. The performance of autoregressive models for macro-level productivity forecasting is deemed satisfactory (Assad and El-Adaway, 2021; Wong et al., 2005). However, this shows that autoregression is a suitable method for forecasting productivity metrics for the industry on a macro-level. This application is suitable for strategic decisions on a company level, but for individual projects, it is difficult to use this information. On a project level, the research on cost forecasting can be useful, especially for procurement and the timing thereof. For instance, Ilbeigi et al. (2017) forecast asphalt-cement prices using ARIMA, among other methods, which can potentially help optimize budgets in transportation projects. Even with both project-level applications and industry-wide applications, no research on CLP forecasting using autoregressive methods is present. By using autoregression for project-level productivity metrics, similarly to how the industry-level productivity metrics were forecasted, it would be possible to estimate future levels of productivity without the need for extensive data collection. However, a closer examination of the possibilities of autoregression for project-level and individual-level forecasting needs to be conducted. Other areas, for instance, tunnel boring, have seen significant research in forecasting the advance rate of the tunnel boring machine (Shangxin et al., 2021; Gao et al., 2019; Gao et al., 2021). However, methods concerning the forecasting of advance rate have also been critiqued for the short horizon and time-delayed predictions of the forecast and, therefore, minor benefit if applied in the industry, as the predictions do not contain any valuable information (Erharter and Marcher, 2021). This important conclusion should also be considered in the CLP forecasting domain.

2.3 Construction labor productivity prediction

In this paper, productivity prediction is defined as the process in which productivity is estimated for a point in time where, at least for the model, the productivity is unknown. When examining current research regarding predicting CLP metrics, most publications focus on automating the process through prediction to find average productivity. This comes in different granularities, from daily to project averages. These predictions are often based on various project or crew parameters. The information used in these prediction algorithms is often static (at least for the project at hand), such as the crews’ experience, the project's size, and contractual agreements. As the information is static, temporal granularity in the prediction is impossible to obtain, as the independent variables used for the prediction will never or rarely change during the construction phase. One way to obtain such granularity would be through autoregressive models, which ideally have many timesteps each day, giving a granularity of the forecast that would be actionable for the construction managers.

The field of productivity prediction is dominated by machine learning methods, which have been successfully used not only for predicting productivity but in the construction domain as a whole (Jacobsen et al., 2022). The machine learning methods often utilize independent variables to predict CLP. They are motivated by the difficulty of obtaining information regarding the productivity of a construction project (Jacobsen et al., 2023). However, many models have input data requiring manual data collection with information scattered across the project. The models use information from interviews with workers, project documents, or data that needs to be collected through walks on the construction site. Several publications focus on predicting productivity through construction project variables (Adebowale and Agumba, 2022). The data used is a mix of intangible (motivation, well-being) and tangible parameters (project size, floors, experience), where the intangible parameters especially require extensive work to collect. An overview of research within the field is presented in Table 1.

The models predicting productivity utilize various factors to do so. The prediction method ranges from simple regression models (Sanders and Thomas, 1993; Smith, 1999) to Artificial Neural Network (ANN) models (Golnaraghi et al., 2019; Golnaraghi et al., 2020; Nasirzadeh et al., 2020; Ebrahimi et al., 2022; Mirrahadi and Zayed, 2016; Tsehayae and Faye, 2016; Heravi and Eslamdoost, 2015; Muqeem et al., 2011; Florez-Perez et al., 2022; Dissanayake et al., 2005; Goodarzizad et al., 2023), Support Vector Machines (SVMs) (Cheng et al., 2021; Momade et al., 2020; Florez-Perez et al., 2022), random forest (RF) (Ebrahimi et al., 2021), Self-organizing maps
Cheng et al. (2021) introduce a combination of dynamic feature selection, least square support vector machine, and symbiotic organisms search to predict construction productivity for formwork activities. The model uses 12 input variables to predict productivity for formwork activities. The prediction model was trained and tested on a dataset of 220 observations collected through various methods, such as work sampling, reports filled out by foremen, and online accessible data records. Predicting the overall productivity from a sample of 220 observations can be dangerous, as this could be unrepresentative of the overall construction project. Further studies into the sample size are essential to ensure the sample is statistically representative of the overall project. The number of features used in the models ranges from 4 (Oral and Oral, 2010) to 43 (Tsehayae and Fayek, 2016), with both publications predicting productivity for several activities. The input features used throughout the studies in Table 1 have been extensively studied (Caldas et al., 2015), with Dai et al. (2009) introducing 83 factors that influence productivity. Picking the correct features can be challenging because the importance can vary based on the country or region of the projects examined and because the importance of features can vary based on the trade. As this is the case, a method such as autoencoding can alleviate these challenges.

The literature mainly focuses on concreting activities, with a few publications focusing on other trades, such as masonry work (Sanders and Thomas, 1993; Florez-Perez et al., 2022). This indicates that the methods are not being generalized yet, which is a limitation if needed for an entire construction project. A wide range of evaluation metrics are used to evaluate the methods in the studies. Most of them are well-established metrics in machine learning, such as Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared Error (RMSE), and the coefficient of determination (R²). Florez-Perez et al. (2022) approach the problem of productivity prediction differently, using a classification algorithm with three classes (low, medium, and high productivity). This approach gives a quick overview of the predictions, but the approach suffers when outputs are close to the classification threshold. Two points classified into medium productivity could be 21% and 59% productive, which is a big span and often very relevant for construction projects. The productivity prediction problem is likely not suited for a classification algorithm, as the intraclass variability is important. Nasirzadeh et al. (2020) use prediction intervals (giving a lower- and upper bound of the prediction), introducing probabilistic prediction rather than a single value of labor productivity, evaluating the models using the prediction interval normalized average failure distance (PINAFD). This method gives an interval at a given confidence level, which makes the output more reliable and, thereby, easier for the project managers to use for improvement strategies.

The datasets collected to train and test the models are primarily between 84 and 570 observations, with two publications using significantly more data: 1977 observations (Florez-Perez et al., 2022) and 4915 observations (Bai et al., 2019). Most datasets are not described in detail and are not readily accessible for reproduction of the models. Most datasets are also with low frequency, for instance, the dataset first used by Mirahadi and Zayed (2016), which was later used by Golnaraghi et al. (2019; 2020), Nasirzadeh et al. (2020), and Cheng et al. (2021). The dataset was collected on Montreal construction projects over 30 months, and a total of 221 data points were collected. This means that if the dataset was collected with regular intervals, the monthly frequency would be 7.37 observations. This is deemed sufficient for a single prediction, as similar dataset sizes are found in the other studies, as shown in Table 1. However, the low frequency and relatively small dataset are insufficient for continuous productivity forecasting with a sub-daily granularity, as predicting with a higher frequency than the collected dataset is unfeasible. Notably, most publications in Table 1 collect substantially more data than displayed in the column Dataset size. However, this data is pre-processed, ending with the number of observations in Table 1. This number of observations is the number of data points or lines of data on which the models are trained and tested. The dataset used by Mirahadi and Zayed (2016) amongst others, use work sampling data, but the work sampling data is processed into three features (a percentage distribution of direct work, support work, and delay) from an entire day of work sampling. A similar process was used by Tsehayae and Fayek (2016), who collected 15,306 points of work sampling data, which was not used in its raw format. The dataset collected by Tsehayae and Fayek (2016) is further used by Ebrahimi et al. (2021; 2022). Even though two datasets are shared among several publications, as seen in Table 1, the number of observations used for the studies differ. This indicates that a general and accepted method has not yet been established, neither for the pre-processing nor for the actual prediction, as numerous methods are applied for both. All models except for Bai et al. (2019) use manual data collection efforts (for instance, interviews, questionnaires, or work sampling), invalidating the efforts toward a fully autonomous system. Manual data collection is used because most parameters the authors use for the prediction are difficult to obtain automatically without developing extensive collection systems that require on-site people to report the parameters (Oral and Oral, 2007).
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<table>
<thead>
<tr>
<th>Reference</th>
<th>Activity</th>
<th>Max input</th>
<th>Model type</th>
<th>Model performance</th>
<th>Dataset size</th>
<th>Data collection methods</th>
<th>Data access</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Sanders and Thomas, 1993)</td>
<td>Masonry work</td>
<td>6</td>
<td>Additive regression</td>
<td>0.411 R2</td>
<td>570 observations</td>
<td>On-site data collection</td>
<td>Not disclosed</td>
</tr>
<tr>
<td>(Smith, 1999)</td>
<td>Earthmoving</td>
<td>11</td>
<td>Stepwise regression</td>
<td>0.906 R2</td>
<td>141 observations</td>
<td>On-site data collection</td>
<td>Not disclosed</td>
</tr>
<tr>
<td>(Dissanayake et al., Pipe fabrication, 2005)</td>
<td>7</td>
<td>ANN</td>
<td>0.006 MSE, 0.94 R2</td>
<td>164 observations</td>
<td>On-site data collection</td>
<td>Not disclosed</td>
<td></td>
</tr>
<tr>
<td>(Maqeen et al., 2011)</td>
<td>Fornwork</td>
<td>5</td>
<td>ANN</td>
<td>0.000182 MSE</td>
<td>84 observations</td>
<td>Questionnaire</td>
<td>Not disclosed</td>
</tr>
<tr>
<td>(Heravi and Eslamdoost, 2015)</td>
<td>Concreting</td>
<td>15</td>
<td>ANN</td>
<td>4.8% error</td>
<td>93 observations</td>
<td>Questionnaire and interviews</td>
<td>Not disclosed</td>
</tr>
<tr>
<td>(Mirahadi and Zayed, 2016)</td>
<td>Concrete pouring</td>
<td>9</td>
<td>ANN</td>
<td>0.00932 MSE</td>
<td>131 observations</td>
<td>Work sampling, foremen’s reports, online data records</td>
<td>Available on request</td>
</tr>
<tr>
<td>(Golnaraghi et al., Fornwork, 2019)</td>
<td>9</td>
<td>ANN</td>
<td>0.0215 MSE, 0.94 R2</td>
<td>221 observations</td>
<td>Same dataset as above</td>
<td>Same dataset as above</td>
<td></td>
</tr>
<tr>
<td>(Golnaraghi et al., Fornwork, 2020)</td>
<td>9</td>
<td>ANN</td>
<td>0.0419 MSE, 0.9902 R2</td>
<td>221 observations</td>
<td>Same dataset as above</td>
<td>Same dataset as above</td>
<td></td>
</tr>
<tr>
<td>(Nasrizadeh et al., Concrete pouring, 2020)</td>
<td>9</td>
<td>ANN</td>
<td>11-21.4% PINAFD</td>
<td>221 observations</td>
<td>Same dataset as above</td>
<td>Same dataset as above</td>
<td></td>
</tr>
<tr>
<td>(Cheng et al., 2021) Fornwork</td>
<td>12</td>
<td>SVM</td>
<td>3.67% MAPE, 0.0563 MAE, 0.0721 RMSE</td>
<td>220 observations</td>
<td>Same dataset as above</td>
<td>Same dataset as above</td>
<td></td>
</tr>
<tr>
<td>(Tsehayae and Fayek, 2016)</td>
<td>Concreting, electrical, shutdown</td>
<td>43</td>
<td>ANN, fuzzy rule-based models</td>
<td>0.3042 accuracy*</td>
<td>399 observations</td>
<td>On-site data collection</td>
<td>Not disclosed</td>
</tr>
<tr>
<td>(Ebrahimi et al., Concreting, 2021)</td>
<td>14</td>
<td>RF</td>
<td>0.112 MAE, 0.137 RMSE</td>
<td>85 observations</td>
<td>Same dataset as above</td>
<td>Same dataset as above</td>
<td></td>
</tr>
<tr>
<td>(Ebrahimi et al., Concreting, 2022)</td>
<td>19</td>
<td>ANN, KNN, RF, ANFIS</td>
<td>0.668 RMSE, 0.516 MAE</td>
<td>82 observations</td>
<td>Same dataset as above</td>
<td>Same dataset as above</td>
<td></td>
</tr>
<tr>
<td>(Oral and Oral, Concrete pouring, 2010)</td>
<td>4**</td>
<td>SOM</td>
<td>25.68% MAPE, 0.12 MAE, 0.03 MSE</td>
<td>144 observations</td>
<td>Time study sheets</td>
<td>Not disclosed</td>
<td></td>
</tr>
<tr>
<td>(Oral and Oral, Fornwork, 2010)</td>
<td>4**</td>
<td>SOM</td>
<td>38.04% MAPE, 0.011 MAE, 0.00023 MSE</td>
<td>101 observations</td>
<td>Time study sheets</td>
<td>Not disclosed</td>
<td></td>
</tr>
<tr>
<td>(Oral and Oral, Reinforcement, 2010)</td>
<td>4**</td>
<td>SOM</td>
<td>25.05% MAPE, 0.19 MAE, 0.06 MSE</td>
<td>101 observations</td>
<td>Time study sheets</td>
<td>Not disclosed</td>
<td></td>
</tr>
<tr>
<td>(El-Gohary et al., Carpentry and reinforcement, 2017)</td>
<td>29</td>
<td>ANN</td>
<td>0.0032 MSE</td>
<td>640 observations</td>
<td>Questionnaires, online data records</td>
<td>Available on request</td>
<td></td>
</tr>
<tr>
<td>(Bai et al., 2019)</td>
<td>Cutter suction dredgers</td>
<td>9</td>
<td>XGBoost</td>
<td>9% MAPE, 218 MAE, 0.75 R2</td>
<td>4915 observations</td>
<td>Real-time monitoring</td>
<td>Available on request</td>
</tr>
<tr>
<td>(Momade et al., Multiple trades, 2020)</td>
<td>19</td>
<td>SVM and RF</td>
<td>83.5% accuracy</td>
<td>220 observations</td>
<td>Questionnaire and interviews</td>
<td>Not disclosed</td>
<td></td>
</tr>
<tr>
<td>(Florez-Perez et al., Masonry, 2022)</td>
<td>14</td>
<td>ANN, KNN, SVM</td>
<td>97.7% accuracy</td>
<td>1977 observations</td>
<td>On-site data collection</td>
<td>Not disclosed</td>
<td></td>
</tr>
<tr>
<td>(Goodarzizad et al., Concrete pouring, 2023)</td>
<td>6</td>
<td>ANN</td>
<td>0.9015 R2</td>
<td>107 observations</td>
<td>Questionnaires</td>
<td>Not disclosed</td>
<td></td>
</tr>
</tbody>
</table>

* Accuracy is in this paper a combination of 3 measures. ** The four features are engineered from several raw features.

To summarize CLP prediction, most publications use time-consuming methods to collect the data used to train and test the prediction models. The literature examined shares most of the parameters used for the prediction, which shows a consensus on which parameters are important for productivity prediction across multiple activities. The publications use several different evaluation metrics, and the results are shown in Table 1. As the researchers do not share datasets openly (some datasets are available on request, and some do not disclose any information...
regarding data availability), comparing performance is impossible, as some datasets may be easier to predict than others. Many of the publications in Table 1 use time study methods such as work sampling as a part of their feature set. The work sampling data could be used in an autoregressive model by using past work sampling distributions to predict the future work sampling distribution. This would potentially allow for a more granular view of productivity metrics by enabling frequent outputs rather than one output for an entire project or phase. To enable these insights, probabilistic autoregressive models could be used.

The authors have not found any examples of autoregressive forecasting techniques in CLP research. Significant work has been done regarding CLP prediction and autoregression in construction, which is presented throughout this section. Combining the two could alleviate some of the continuous efforts needed for data collection, which is still required in most CLP predictions. Suppose an automated sampling technique is applied, such as the one presented in the author's previous work (Jacobsen et al., 2023). In that case, a fully autonomous system giving future levels of productivity is possible. Therefore, an autoregressive system for both short- and long-term forecasting is needed in the body of knowledge. This objective entails several technical research questions: (1) Is it possible to forecast productivity metrics with a higher temporal granularity? (2) Is it possible to forecast productivity metrics using auto-regression rather than independent variables? And (3) How can the uncertainty be incorporated into the productivity forecast?

3. METHODOLOGIES

Probabilistic forecasting has been used for several decades, especially in models with binary probabilities; for instance, the chance of it raining tomorrow could be 30% (Gigerenzer et al., 2005). The transition from point forecasts to probabilistic forecasts can significantly impact construction research as the probability of each output will be known, which can create a better understanding of the future and, therefore, enable better responses.

The process from data collection to forecasting spans widely. In this section, the subprocesses and their methods will be presented. Figure 1 gives an overview of the process and the relation between subprocesses.

![Figure 1: Process diagram of the framework.](image)

As mentioned in the introduction, both a short-term (individual productivity) and long-term (project productivity) forecasting is done. To do so, two datasets are collected. One high-frequency kinematic dataset from a painting job used for the individual productivity forecasting, and one dataset collected through work sampling for the project productivity forecasting.

3.1 Data collection

As forecasting is to be done on both project and individual worker levels, two datasets are needed. A dataset of 90 minutes of automated time and motion studies of painters is used for the forecasting models for short-term. The dataset has been used and presented in Jacobsen et al. (2023), where the entire collection process is explained. The dataset presents a micro-level view of productivity metrics, differing from most earlier publications, which tackles a macro-level problem by examining the overall productivity of an entire construction project or task. The dataset is collected through a laboratory experiment consisting of four individual data collections. The data used in this
research is the labeling that was done through camera footage in Jacobsen et al. (2023), which consists of the three classes: direct work, indirect work, and waste, which are categories taken from classic construction work sampling research (CII 2010; Wandahl et al., 2021).

The second dataset, which is used for long-term forecasting, is a work sampling dataset collected over 29 days of work sampling on four Danish construction projects. The four work sampling studies are all general work sampling studies, including all on-site workers. This means the dataset consists of data from carpentry, masonry, electricity, scaffolding, painting, ventilation, and demolition. The four construction projects are all renovation, three being renovation of apartment-complexes and the fourth being lab and teaching facilities. The work sampling is done by doing random walks through the site, and whenever a worker is seen, their action is noted as either direct work, indirect work, or waste. The long-term dataset is irregular and far less frequent than the short-term dataset, with only 208 data points per day on average (Compared to the 60 Hz of the short-term dataset). Furthermore, the long-term dataset fluctuates more, as seen when comparing Figure 3 and Figure 4. This is due to the nature of the data collection, where the short-term dataset is one worker at a time, and the long-term dataset is multiple workers simultaneously. Because of this, the long-term dataset can easily find a worker doing direct work and one doing indirect work immediately after each other. This does not happen in the short-term dataset where the observations are continuous for a single worker and follow their cycles. This means that the observations will often have many data points after each other for the same class and that the cycle of the classes persists.

Figure 2: Visualization for the class of direct work. The encoded kinematic observations (top) and the four moving averages of the short-term dataset (bottom).

Figure 3: Visualization for the class of direct work. The encoded work sampling observations (top) and the four moving averages of the long-term dataset (bottom).

As work sampling is a probabilistic method, it is important to understand the underlying statistical features. For the dataset to have a high accuracy (resembling the population correctly), a higher number of observations is
needed. To calculate the number of observations needed, a preliminary estimate of the distribution between the classes is needed. This will show how often it is expected to observe each of the three categories. Based on past literature, the expected distribution is set to have 40% direct work, 32% indirect work, and 28% waste. Given equation 1 for standard error, the number of observations needed to have a relative accuracy of ±5% with a confidence level of 95% for each class is presented in Table 2.

\[ \sigma_p = z \sqrt{\frac{p(1-p)}{n}} \]  

(1)

Where \( \sigma_p \) is the standard error, \( p \) is the percentage occurrence of the activity (either direct work, indirect work, or waste), \( z \) is the Z score (1.96 for 95% confidence level), and \( n \) is the number of observations.

Table 2: Overview of the work sampling dataset and its classes.

<table>
<thead>
<tr>
<th>Class</th>
<th>Total number of observations required</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct work</td>
<td>2,400</td>
</tr>
<tr>
<td>Indirect work</td>
<td>3,400</td>
</tr>
<tr>
<td>Waste</td>
<td>4,115</td>
</tr>
</tbody>
</table>

As can be seen from Table 2, the class with the maximum requirement is Waste, which means that the minimum number of observations in the dataset will be 4,115 to meet the requirement of relative accuracy and confidence level. As the total number of observations in the dataset is 6,059, it can be concluded that the work sampling study has enough observations to give the required statistical accuracy.

3.2 Data processing

As the two datasets are collected differently, they have separate processes to prepare them for the training and testing of the model. For the long-term dataset, a resampling is needed to make the dataset regular. As work sampling is a stochastic method that heavily relies on the number of data points collected, the resampling does not reduce the number of data points but pushes them to the nearest timestamp that will be part of the regulated dataset, as shown in Figure 4. Before resampling, the dataset is one hot encoded. The data is initially in an observational format, which means a category from work sampling is noted for every timestamp (given by the observation). The encoding turns these observations into numerical features corresponding to one of the three classes (direct work, indirect work, or waste). An example could be the observation [1,0,0], which corresponds to an observation of direct work.

![Figure 4: Concept of the resampling process for work sampling data illustrated.](image)

By resampling, every observation is set within bins of 5 minutes instead of at one point in time. As the work sampling dataset is used to examine the entire construction project, a granularity of 5 minutes is deemed sufficient. As some bins will have more observations than others, as seen in the example in Figure 4, a weight parameter is added to each period, which is used to signal how many points are present in the period. This weight parameter is used when computing moving averages of the time series, as a period with more points should have more influence.
on the moving average than periods with fewer points. This also means that the forecasting will give predictions of future states in intervals of 5 minutes.

For the short-term dataset, resampling is unnecessary, as the dataset is collected through sensors with 60 Hz, and it is, therefore, already a regular time series. Comparing the size of the datasets to the previously mentioned research showcased in Table 1, the number of data points is higher than average. However, as this data is to be used for forecasting in autoregressive models rather than predictions from independent variables, the sizes of the datasets are not a justifiable comparison.

After both datasets have been fixed to regularly spaced intervals, the features to be used for forecasting are computed. The developed process utilizes three types of features: moving averages, lagged observations, and gradients (not to be confused with the gradients used to estimate distributional parameters later in the method). The encoded dataset on its own does not provide much value and is difficult to forecast due to the stochastic nature of work sampling, primarily when the dataset is obtained through random walks. To get a useful metric out, a moving average is used to get the average occurrence of classes for several different window sizes. This data transformation is shown in Figure 3 and Figure 4. A summary of the feature engineering is given in Table 3.

Table 3: Overview of datasets and their features.

<table>
<thead>
<tr>
<th>Features</th>
<th>Kinematic dataset</th>
<th>Work sampling dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forecasting horizon</td>
<td>90 seconds</td>
<td>60 minutes</td>
</tr>
<tr>
<td>Moving averages</td>
<td>90, 180, 360, and 540 seconds</td>
<td>30, 60, 120, and 180 minutes</td>
</tr>
<tr>
<td>Lagged values</td>
<td>From 60 to 180 seconds in the past</td>
<td>From 30 to 150 minutes in the past</td>
</tr>
<tr>
<td>Gradients</td>
<td>17 values evenly spaced</td>
<td>24 values evenly spaced</td>
</tr>
<tr>
<td>Classes</td>
<td>Direct work, indirect work, waste</td>
<td>Direct work, indirect work, waste</td>
</tr>
</tbody>
</table>

The moving averages are calculated with four different subset lengths. For all four moving averages, a number of lagged values are taken for each prediction (17 for the short-term dataset and 24 for the long-term dataset). For each lagged value, a gradient is calculated by taking the two values surrounding the point and calculating the gradient from the two values. The gradient gives information about the trend around the point, which can be valuable information when forecasting. These calculations are done for all three classes, resulting in 408 features for the short-term dataset and 576 features for the long-term dataset.

The value to be forecasted is chosen to be the 90-second moving average for short-term forecasting and the 60-minute moving average for long-term forecasting. As presented in Table 3, the forecasting horizon is 90 seconds for the short-term dataset and 60 minutes for the long-term dataset. The moving averages are chosen as the forecasting value because of the nature of work sampling data. Figure 3 and Figure 4 visualize the two datasets with their encoded observations and moving averages. The frequency of the forecast will, however, follow the frequency of the two datasets. This means that for the short-term forecasting, the forecasting will happen at 60Hz, and for the long-term forecasting, a point will predicted every 5 minutes, as this is the resampled long-term dataset frequency.

As can be seen, the raw observations are difficult to use without any processing. This is due to how the datasets are collected, where it is not unusual for the long-term dataset to not see one specific class for a 5-minute interval. For the short-term dataset, it is impossible to get values that are not either 0 or 1, as the observations are already regular before processing. Furthermore, a moving average over a large subset flattens out as it covers more values.

### 3.3 Tree boosting and probabilistic forecasting

When working with forecasting, regression, or function estimation, a system with an output $y$ and input $x$ is given. The system can be split into a training and testing set, where the training set $\{y_i, x_i\}_i^{N}$ is used to approximate a function $\hat{F}(x)$ of the real unknown function $F(x)$ that maps all given $x$-values to the output variable $y$. This approximate function is found by minimizing a loss function $L(y, F(x))$.

Tree boosting has seen state-of-the-art results in several areas of applications (Zhang et al., 2017; Zhang et al., 2020; Chen et al., 2015). The method excels in time-series data or other tabular datasets, consistently outperforming deep learning models across several datasets (Shwartz-Ziv and Armon, 2022). Extreme Gradient
Boosting (XGBoost) is chosen as the tree-boosting model for this project. XGBoost makes parallel tree learning possible through sparsity-aware algorithms, introduces an improved regularization term to the objective function, and develops a cache-aware pre-fetching algorithm to improve the computational speed. It furthermore uses an out-of-core computation principle, which uses the disk to store data blocks and then pre-fetches it during run-time into the main memory buffer. These model features make it fast to run, which is seen as an important metric if the model is extended to an entire construction project, where there will be many individuals whose future metrics potentially need to be estimated. Furthermore, by using out-of-core computations, it is possible to work with very large datasets, which, with other methods, would see bottlenecks in the available memory on the computers usually available on construction projects. A visual representation of the algorithm is given in Figure 5.

![Figure 5: The estimation of an output through gradient tree boosting. Here, \( \alpha_n \) is the regularization parameter computed from the nth tree, \( r_n \) is the residuals computed from the nth tree, and \( h_n \) is the residuals' prediction function.](image)

The XGBoost model utilizes an ensemble of trees to estimate the output, as showcased in Figure 5. The model prediction can be expressed mathematically as shown in Equation 2, where \( K \) is the number of trees, \( f_k \) is a function in the space of \( F \), where \( F \) is the set of all possible decision trees. For a more detailed explanation, the reader is referred to Chen and Guestrin (2016).

\[
\hat{y}_t = \sum_{k=1}^{K} f_k(x_t), f_k \in F
\]

(2)

This estimation of the output is optimized given the objective learning function in Equation 3.

\[
\mathcal{L}(t) = \sum_{i=1}^{n} \ell(y_i, \hat{y}_i^{(t)}) + \Omega(f_t)
\]

\[
= \sum_{i=1}^{n} \ell(y_i, \hat{y}_i^{(t-1)} + f_t(x_i)) + \Omega(f_t)
\]

(3)

The first part of Equation 3 is the training loss, and the second part is the regularization term. \( \ell \) is the loss function, which finds the difference between the prediction at the given iteration and the given instance \( (\hat{y}_i^{(t-1)} + f_t(x_i)) \) and the true value \( y_i \). The second term \( \Omega(f_t) \) is a regularization term that ensures the model does not overfit. This is done by penalizing the complexity of the tree by setting a minimum gain to the model before it can split a leaf into two leaves. Equation 3 is the general regularized objective function. However, this function has a second-order approximation, allowing for faster objective optimization. The second-order approximation is explained in detail by Chen and Guestrin (2016). As most XGBoost implementations use the approximation, this is also the case in this research.

Instead of training a model to forecast a point, in this case, a point displaying the amount of direct work, indirect work, or waste, at a given point in time, probabilistic forecasting attempts to learn a distribution of the possible future values and returns this distribution rather than a point. By having the distribution, more information is
available to assess situations. Rather than only knowing the certainty of a point prediction (there is 75% certainty this prediction is correct), the model can give information about the underlying distribution of possible predictions, which makes it possible to assess risk and ensure that decisions are made on a statistically significant basis.

The distribution's location and scale are estimated through the model training. The distribution of a univariate variable is estimated through the higher moments, which are found through the optimization of a loss function. Most regression models assume higher moments as fixed parameters and only focus on the distribution's estimated mean value (the location). This research investigates the use of the normal distribution, but in future research, more distributions could be examined to understand how different distributions affect the forecast. The normal distribution is chosen as it only has two moments to estimate. Therefore, it is computationally cheaper than using a distribution with higher-order moments that need to be estimated. The estimate of the distributional parameters is done independently by calculating the negative gradient and hessian of the distributional parameter, as presented in equations 4 and 5, where $m$ is the current iteration and $\theta_k$ is the current distributional parameter (März, 2019).

While the current distributional parameter ($\theta_k$) from the parameter space ($\Theta$) is estimated, the other distributional parameters are kept constant. The gradient and hessian of the loss are used for a second-order approximation of the loss in each iteration.

\[
\hat{g}^m_{\theta_k} = - \left[ \frac{\partial \ell(y, f(x))}{\partial f(x)} \right]_{f(x) = f^{(m-1)}(x)} \tag{4}
\]

\[
\hat{h}^m_{\theta_k} = - \left[ \frac{\partial^2 \ell(y, f(x))}{\partial f(x)^2} \right]_{f(x) = f^{(m-1)}(x)} \tag{5}
\]

When all (in this case the location and scale) distributional parameters are estimated, they are used in conjunction to incorporate the information from the other parameters one by one. The distributional parameters are then updated by incorporating information from the other parameters, so the final output becomes a single function in which all the distributional parameters are present. This distributional estimate is done using the Python framework XGBoostLSS (März, 2019).

The method does not take the logical constraints of the experiment into account yet. This means that the quantiles can become greater than 1 or below 0, but this is not physically possible (having a direct work percentage higher than 100% or lower than 0%). Therefore, for all experiments, the points and the quantiles are constrained to be between 0 and 1. In practice, this is done by replacing all negative values with 0 and those greater than 1 with 1. This is done for both the quantiles and the predicted values. The datasets have three classes, so the problem is defined as a single distributional output. This means that several models will be trained for each class. In practice, this means that three models, as a minimum, would be needed to estimate the levels of all three classes.

To summarize, the forecasting method is split into short-term and long-term forecasts, which differ in feature sets. The long-term forecast is resampled to a regular time series, which is more suited for a forecasting problem. The models all estimate the gradients and Hessians, and rather than training one tree per iteration, a tree is trained for both the location and the scale of the distribution. In practice, this will lead to a higher runtime than XGBoost, as double the number of trees are trained. As the framework gives a distribution for the timesteps, 500 samples are drawn from the distribution to estimate the quantiles.

### 3.4 Performance evaluation

To evaluate each model created against the other, four evaluation metrics are chosen for the assessment. Two metrics focusing on the point forecast, Root Mean Square Error (RMSE) and Mean Absolute Error (MAE), as well as two distributional metrics, Percentage of Points between the 25th and 75th percentile (PP50) and between the 5th and 95th percentile (PP90). The MAE was chosen over MAPE, as both datasets have true values close to 0 and, therefore, will have relatively large percentage errors. Furthermore, as the test sets of some classes do not range from 0 to 1, comparing the MAPE between models could be misleading. By using MAE, the comparison should be easier to make, as the absolute error will transfer well to the understanding as the maximum range is from 0 to 1. The four metrics are presented in order in equations 6-9. In equations 8 and 9, \text{card} is the cardinality of the set of true values that fall within the range of the percentiles of the predicted normal distribution.
\[ RMSE = \sqrt{\frac{\sum_{i=1}^{n} (\hat{y}_i^{(t)} - y_i)^2}{n}} \]  
(6)

\[ MAE = \frac{\sum_{i=1}^{n} |\hat{y}_i^{(t)} - y_i|}{n} \]  
(7)

\[ PP50 = \frac{\text{card}(y_{50})}{n} \]  
(8)

\[ PP90 = \frac{\text{card}(y_{90})}{n} \]  
(9)

The two different approaches to evaluating the models are made because of the two aspects that are important for the overall objective. The first is that the forecast is as accurate as possible, meaning that the forecast has the smallest residuals possible. Apart from this obvious objective, it is also essential to understand what range the productivity might fall into in the future, as this is a more reliable metric than a point forecast. The distributional accuracy of the models is evaluated using the metrics PP50 and PP90, which find the percentage of true values that fall within the two intervals.

4. RESULTS

The results of this research can be split into two: The long-term forecasting and the short-term forecasting. As mentioned earlier, the two datasets represent the two extremes of a construction project, one at the project level and the other at the individual level. Both datasets are split into training and testing datasets. As they are both collected from multiple instances (several painters for the short-term dataset and several projects for the long-term dataset), the split between training and testing data is done by leaving out a painter and a project. This means that the testing of the models, which will be presented in the following subsections, is done on a subsample of the datasets that the models have never seen. For the short-term dataset, this is a painter the model has not seen before, which means that the timing of the classes is unique to this specific part of the dataset. Similarly, the long-term test set is a project the model has never seen. This dataset split ensures that the model evaluation is done on a generalizable basis. For each dataset, three different classes are to be forecasted. To do so, the class is isolated from the dataset, which means that when forecasting direct work, this class is excluded from the dataset and used to evaluate the model estimate. The same process is then done for indirect work and waste. This means that the distributional output of the models is for one specific class at a time.

To evaluate the method on the presented datasets, several experiments are run to investigate the optimal hyperparameters of the model. Three different numbers of boost rounds are examined (500, 1500, 3000), as well as the use of stabilization of the derivative when computing the gradients and hessians. The stabilization is done through a regularization term by taking the square root of the mean derivative squared. If this is smaller than 0.0001, the gradient is replaced by 0.0001; similarly, if it is larger than 10,000, it is replaced by 10,000.

All other hyperparameters are kept constant but could, for future research, be evaluated. The learning rate is set to 0.001, the maximum depth of the trees to 15, the minimum loss reduction required to partition leaves to 9.745e-06, the subsampling ratio to 0.927 and the minimum sum of hessian needed in a child is set to 2. When the distributions have been estimated, 500 samples are drawn to estimate the point value (mean of the sample), the percentiles, and the distributional parameters.

In total, 36 models are trained, 18 for the short-term dataset and 18 for the long-term dataset. For both datasets, the 18 models fall into the three classes of the work sampling study (direct work, indirect work, and waste). This means that for each unique forecasting objective, six models are created.
4.1 Short-term forecasting

When examining the performance of the models presented in Table 4, the models that use L2 stabilization of the derivatives are very similar in performance. This is expected as stabilization is implemented to ensure a faster convergence. The slower convergence when not using stabilization is due to the variability of the ranges of the distributional parameters, which can make the model struggle with convergence due to very large or very small gradients. This means that, for most of the cases analyzed, a model with 500 trees with stabilization is enough to get the best performance, or very close to it, for the given hyperparameters.

Table 4: Forecasting models of the short-term dataset split into the three classes: direct work, indirect work, and waste (for all three classes, the best-performing model(s) in each metric are marked in bold).

<table>
<thead>
<tr>
<th>Class</th>
<th>Model number</th>
<th>Number of trees</th>
<th>Derivative stabilization</th>
<th>RMSE</th>
<th>MAE</th>
<th>PP50</th>
<th>PP90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct work</td>
<td>1</td>
<td>500</td>
<td>None</td>
<td>0.234</td>
<td>0.192</td>
<td>0.352</td>
<td>0.734</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1500</td>
<td>None</td>
<td>0.183</td>
<td>0.153</td>
<td>0.165</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3000</td>
<td>None</td>
<td>0.173</td>
<td>0.141</td>
<td>0.054</td>
<td>0.130</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>500</td>
<td>L2</td>
<td>0.153</td>
<td>0.126</td>
<td>0.150</td>
<td>0.331</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1500</td>
<td>L2</td>
<td>0.153</td>
<td>0.126</td>
<td>0.148</td>
<td>0.329</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3000</td>
<td>L2</td>
<td>0.153</td>
<td>0.126</td>
<td>0.149</td>
<td>0.328</td>
</tr>
<tr>
<td>Indirect work</td>
<td>7</td>
<td>500</td>
<td>None</td>
<td>0.111</td>
<td>0.090</td>
<td>0.333</td>
<td>0.558</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1500</td>
<td>None</td>
<td>0.095</td>
<td>0.079</td>
<td>0.152</td>
<td>0.353</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>3000</td>
<td>None</td>
<td>0.094</td>
<td>0.079</td>
<td>0.026</td>
<td>0.100</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>500</td>
<td>L2</td>
<td>0.092</td>
<td>0.073</td>
<td>0.157</td>
<td>0.366</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>1500</td>
<td>L2</td>
<td>0.092</td>
<td>0.073</td>
<td>0.156</td>
<td>0.356</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>3000</td>
<td>L2</td>
<td>0.091</td>
<td>0.071</td>
<td>0.179</td>
<td>0.373</td>
</tr>
<tr>
<td>Waste</td>
<td>13</td>
<td>500</td>
<td>None</td>
<td>0.278</td>
<td>0.231</td>
<td>0.302</td>
<td>0.639</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>1500</td>
<td>None</td>
<td>0.183</td>
<td>0.147</td>
<td>0.164</td>
<td>0.466</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>3000</td>
<td>None</td>
<td>0.148</td>
<td>0.113</td>
<td>0.052</td>
<td>0.129</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>500</td>
<td>L2</td>
<td>0.182</td>
<td>0.139</td>
<td>0.160</td>
<td>0.345</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>1500</td>
<td>L2</td>
<td>0.182</td>
<td>0.140</td>
<td>0.161</td>
<td>0.345</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>3000</td>
<td>L2</td>
<td>0.182</td>
<td>0.139</td>
<td>0.161</td>
<td>0.346</td>
</tr>
</tbody>
</table>

Models with the least number of trees all excel in the PP90 interval metric, meaning that a significant amount of the true values are within the boundaries of the interval (73.4% for model 1). Without stabilization, the models converge slower, meaning the distributions’ scales are larger. This is shown in Figure 6, where models 1-3 are compared. Here, the model with the least trees has a significantly larger scale than the model with the most trees.

The comparison in Figure 6 shows the importance of understanding the evaluation metrics to choose a suitable model. If model 1 is selected, this will mean that 73.4% of the values fall within the range from the 5th to the 95th percentile of the distribution. However, this range is much larger in this model compared to models 2 and 3, as depicted in Figure 6. The formatting of Figure 6 is done to visually show the relative confidence of the models, depicted by the gradient of the sampled mean prediction (from red to white). As the distribution scale becomes smaller, this gradient shifts from red to white, indicating a smaller scale and a more confident estimate from the model. The shift in the colored area is used to depict the percentiles of the distribution, with the light blue interval being between 5% and 95% and the dark blue being between 25% and 75%.

When comparing the performance across models for each of the three classes (see Table 5), the mean direct work model performs better than indirect work and waste in the two distributional metrics (PP50 and PP90) but is significantly worse than Indirect Work in the two residual-based metrics (RMSE and MAE). The two metrics that use the residuals to estimate accuracy are lower for the Indirect work class due to the smaller range in data, with only around half of the full range (0-1) used. Overall, the distributional performances of models with a high number of trees are suspected to suffer from overfitting, as the scale of the distribution becomes significantly smaller in
these models. This indicates that fewer trees are sufficient for the given forecasting problem.

Figure 6: The probabilistic forecasting of direct work using three different models (top: 500 trees, middle: 1500 trees, bottom: 3000 trees). The light-blue area is the PP90 interval, and the dark-blue area is the PP50 interval. The black line is the true value.

Table 5: Mean value of metrics for each of the three classes for the short-term dataset (direct work, indirect work, and waste).

<table>
<thead>
<tr>
<th>Class</th>
<th>RMSE</th>
<th>MAE</th>
<th>PP50</th>
<th>PP90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct work</td>
<td>0.175</td>
<td>0.144</td>
<td>0.170</td>
<td>0.395</td>
</tr>
<tr>
<td>Indirect work</td>
<td>0.096</td>
<td>0.078</td>
<td>0.167</td>
<td>0.351</td>
</tr>
<tr>
<td>Waste</td>
<td>0.193</td>
<td>0.152</td>
<td>0.167</td>
<td>0.378</td>
</tr>
</tbody>
</table>
4.2 Long-term forecasting

For the long-term dataset, the 18 models are presented in Table 6. Just as for the kinematic dataset (short-term forecasting), the forecasting models with stabilization in the long-term forecasting have similar scores across evaluation metrics. The main difference between the models trained for short-term forecasting and those trained for long-term forecasting is the distributional performance of the stabilized models. In the work sampling dataset, the stabilized models perform best or very close to the top performer across all metrics. This is different when compared to short-term forecasting, as the stabilized model had a generally lower distributional performance.

Table 6: Forecasting models of the long-term dataset split into the three classes: direct work, indirect work, and waste (for all three classes, the best-performing model(s) in each metric is marked in bold).

<table>
<thead>
<tr>
<th>Class</th>
<th>Model number</th>
<th>Number of trees</th>
<th>Derivative stabilization</th>
<th>RMSE</th>
<th>MAE</th>
<th>PP50</th>
<th>PP90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct work</td>
<td>19</td>
<td>500</td>
<td>None</td>
<td>0.064</td>
<td>0.051</td>
<td>0.528</td>
<td>0.687</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1500</td>
<td>None</td>
<td>0.032</td>
<td>0.025</td>
<td>0.446</td>
<td>0.673</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>3000</td>
<td>None</td>
<td>0.021</td>
<td>0.014</td>
<td>0.159</td>
<td>0.389</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>500</td>
<td>L2</td>
<td>0.022</td>
<td>0.018</td>
<td>0.713</td>
<td>0.728</td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>1500</td>
<td>L2</td>
<td>0.023</td>
<td>0.019</td>
<td>0.713</td>
<td>0.728</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>3000</td>
<td>L2</td>
<td>0.022</td>
<td>0.019</td>
<td>0.713</td>
<td>0.728</td>
</tr>
<tr>
<td>Indirect work</td>
<td>25</td>
<td>500</td>
<td>None</td>
<td>0.109</td>
<td>0.090</td>
<td>0.546</td>
<td>0.781</td>
</tr>
<tr>
<td></td>
<td>26</td>
<td>1500</td>
<td>None</td>
<td>0.059</td>
<td>0.047</td>
<td>0.434</td>
<td>0.750</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>3000</td>
<td>None</td>
<td>0.043</td>
<td>0.029</td>
<td>0.191</td>
<td>0.392</td>
</tr>
<tr>
<td></td>
<td>28</td>
<td>500</td>
<td>L2</td>
<td>0.039</td>
<td>0.030</td>
<td>0.755</td>
<td>0.801</td>
</tr>
<tr>
<td></td>
<td>29</td>
<td>1500</td>
<td>L2</td>
<td>0.039</td>
<td>0.030</td>
<td>0.755</td>
<td>0.801</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>3000</td>
<td>L2</td>
<td>0.039</td>
<td>0.030</td>
<td>0.756</td>
<td>0.801</td>
</tr>
<tr>
<td>Waste</td>
<td>31</td>
<td>500</td>
<td>None</td>
<td>0.071</td>
<td>0.059</td>
<td>0.366</td>
<td>0.628</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>1500</td>
<td>None</td>
<td>0.039</td>
<td>0.029</td>
<td>0.357</td>
<td>0.633</td>
</tr>
<tr>
<td></td>
<td>33</td>
<td>3000</td>
<td>None</td>
<td>0.027</td>
<td>0.016</td>
<td>0.168</td>
<td>0.375</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>500</td>
<td>L2</td>
<td>0.027</td>
<td>0.020</td>
<td>0.691</td>
<td>0.716</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>1500</td>
<td>L2</td>
<td>0.027</td>
<td>0.020</td>
<td>0.691</td>
<td>0.716</td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>3000</td>
<td>L2</td>
<td>0.027</td>
<td>0.019</td>
<td>0.691</td>
<td>0.716</td>
</tr>
</tbody>
</table>

The long-term forecasting from the work sampling dataset generally performs better than the short-term forecasting when examining the evaluation metrics. The best models perform well in both the point prediction evaluation, meaning how far the mean value of the sample is to the actual point, and when examining the distributional evaluation metrics, where the number of actual points within the distribution quantiles is evaluated. The models with stabilization and 500 trees from each class in the work sampling dataset are shown in Figure 7. These models are chosen from the three classes as they are computationally cheap to train and perform either the best or very close to the best. As seen in Figure 7, the overall ranges of true values are smaller in the long-term dataset than those in the short-term dataset, making the residuals smaller in absolute terms, leading to a lower MAE.

Similarly to the short-term dataset, the overall trend is caught by all the models portrayed in Figure 7. Only the most extreme trends (significant increase or decrease in values over a short time) are difficult for the model to forecast, with even extreme values being forecasted with acceptable residuals. The main difference between the two forecasting tasks (short- and long-term) is the performance in the probabilistic metrics. It is expected that the significant difference in the distributional parameters is due to the difference in the datasets. The work sampling dataset is more fluctuating, as it contains multiple trades and workers, making it difficult for the models to overfit the distributional moments. This is not the case for the short-term dataset, which could be why the distributional scale is generally smaller.
4.3 Sampling frequency

To examine the effect of sampling frequency, three models with the same hyperparameters are trained from the short-term dataset, as the models trained from the short-term dataset have worse performance across all metrics compared to the long-term dataset. Model 4 is chosen as the baseline (containing 17 lagged values), and two extra models are trained with more features. One uses every 50th observation from the raw dataset as lagged values (containing 108 lagged values), and the other uses every 20th observation as lagged values (containing 270 lagged values). This is done for the moving averages shown in Table 3. A visual comparison of the three models can be seen in Figure 8.
Figure 8: The comparison of the three models for Direct Work from the kinematic dataset (top: Original model, middle: Every 50th observation, bottom: Every 20th observation). The figure follows the formatting of Figure 6.

The experiment results are presented in Table 7, in which the model with the original number of features (Model 4) is not the best-performing model. However, it can also be seen that adding more features is only a good performance enhancer up to a given point. Going from using every 50th observation to every 20th decreases the performance across all four metrics. The decrease in performance is very little and could, therefore, be interpreted as a stagnation in development. If it is the case that the performance is decreasing, the problem could be an overfitting issue, where the models will put too much attention on the local trend. A more comprehensive analysis should be made to find the optimal frequency, which could be different for the long-term dataset compared to the short-term dataset. Furthermore, the stagnation of performance when increasing the frequency should be investigated.
Table 7: Comparison of models with original features, lagged values every 50th observation, and lagged values every 20th observation.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>MAE</th>
<th>PP50</th>
<th>PP90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original (Model 4)</td>
<td>0.153</td>
<td>0.126</td>
<td>0.150</td>
<td>0.331</td>
</tr>
<tr>
<td>Every 50th observation</td>
<td>0.137</td>
<td>0.107</td>
<td>0.219</td>
<td>0.460</td>
</tr>
<tr>
<td>Every 20th observation</td>
<td>0.138</td>
<td>0.109</td>
<td>0.213</td>
<td>0.441</td>
</tr>
</tbody>
</table>

The three models presented in Figure 8 and Table 7 catch the trends of the data but struggle with the extremes (both in terms of extreme point values and extreme short-term changes in values showcased by a sudden increase or decrease). With more feature engineering, the models could potentially increase their robustness and, this way, catch the extreme values of the trends presented in the test set better as more information would thereby be available for the prediction. However, the results presented in Table 7 indicate that lagged values are not the right features to focus on for increasing performance as a stagnation of the improvement is quickly met but could be used in combination with more sophisticated feature engineering or independent variables. Independent variables as extra features could make the model performance increase. As this data has not been available for these experiments due to the information not being recorded or made available by the projects, it has not been possible to examine it. Independent variables in the form of categorical data have been successfully implemented features in previous studies, presented in the background section of this paper, which signals a potential group of variables that could be further investigated. However, as the objective of this research is to suggest a simpler model in terms of data collection, the independent variables that could be used alongside the historical values, such as weather information, should be possible to collect automatically.

When looking at PP50 and PP90 for the three models in Table 7, they have significantly lower performance than Models 1 (PP50: 0.352; PP90: 0.734), 7 (PP50: 0.333; PP90: 0.558), and 13 (PP50: 0.302; PP90: 0.639). The highest performing model in Table 7, when considering the distributional metrics, is the model with every 50th observation, which is worse than all the three models mentioned above, with PP50 of 0.219 (27.5% worse than model 13) and PP90 of 0.460 (18% worse than model 7). However, as all the models presented in Table 7 and Figure 8 are with stabilization, they converge to distributions with a relatively small range. This means that the two intervals become very narrow, sometimes only covering 0.05 (5% direct work, indirect work, or waste). By having a small range in the distribution, misplacing it quickly leads to the true value falling outside the distribution. In these cases, the two metrics using the residuals say more about the performance, with the MAE being 0.107 for the model with every 50th observation as part of the feature set. Even though the distribution often obtains a small range when using stabilization, there is a significant increase from the original model (Model 4) to the model using every 50th observation when looking at the distributional performance. This indicates a more frequent dataset is preferred. However, as the model using every 20th observation performs slightly worse than the model with every 50th observation, there is a stagnation point, where the model’s performance does not increase or even loses accuracy.

As showcased through visualizations and evaluation metrics, the two datasets have different performances in the forecasting models. The long-term dataset is easier to forecast, even though this dataset is used for long-term forecasting. A reason for the difference in performance could be the number of points between the known value and the value to be forecasted. Due to the higher frequency, this range is significantly larger in the short-term forecasting dataset than in the long-term forecasting dataset. This means that the number of unknown points, which can affect the trend, is greater in the short-term dataset. It is important to note that the two datasets differ in collection method, processing, and applicability. Comparing model performance between the two datasets is not a good indication of which area is the easiest for forecasting. As the short-term dataset has a wider range (0-1), the evaluation metrics have the chance of being larger.

The overall results of the forecasting models make it possible to understand future levels of direct work, indirect work, and waste with satisfactory accuracy. The probabilistic nature of the forecasts makes it possible to obtain information regarding the point that is predicted and the scale of the underlying distribution estimated by the algorithm. This is true for both short-term and long-term forecasts, which will give new insights into both the individual worker and their cycles and the overall project and the distribution of work sampling classes on the project.
5. DISCUSSION

The paper presents a framework for short- and long-term forecasting of CLP metrics. The paper utilizes a probabilistic version of XGBoost, which allows for the estimation of distributional parameters rather than a point forecast. The number of features used in the autoregressive model is evaluated through a case study where the lagged features are altered, and it becomes clear that for the current setup, a stagnation in performance happens before the entirety of the past values are used.

The models are all capable of forecasting the trend of the classes, with the long-term dataset having an MAE below 3% and the short-term dataset having an MAE below 13%. The 10 percent point difference in performance is due to the rapid fluctuation in the short-term forecast, as this dataset concerns the work of a single worker. The fluctuation of productivity will be significantly less when looking at a large sample of workers combined, as done in the long-term dataset. However, even with the 10 percent point difference, both extremes (single worker and entire construction site) are valid areas for applying auto-regressive forecasting. The method is still not readily applicable, as the horizon is relatively short. Extending the horizon would enable decision-makers to make informed decisions, which is deemed impossible when only having a horizon of 60 minutes.

The proposed method for forecasting construction labor productivity metrics still has several limitations. The method, alongside the rest of the prediction algorithms for productivity, needs more data, preferably a continuous stream of data, but this data needs to be collected. The long-term forecasting presented in this paper is currently based on work sampling data, which was manually collected for 29 days on a construction site. The data is irregular (when done through random walks) and cumbersome to collect, so the data collection method needs to be changed. Using the output of classification algorithms would enable a regular time-series dataset that could be directly streamed from the on-site workers.

Further research is needed to go from individual collection to a general construction site dataset. This would be necessary to support both short- and long-term forecasting. A suggestion for such a data collection system is presented by Jacobsen et al. (2023) and used as the short-term dataset in this research. If this method was implemented in the entire project construction phase duration, it would be possible to use the same dataset for both the short- and long-term forecasting. However, more work would be needed to transform the individual workers’ data stream into a dataset representing the entire construction site (required for long-term forecasting).

As this is among the first attempts at using autoregressive models for monitoring construction productivity, several initiatives are still not fully explored. As mentioned, the system should work in run-time when the data availability issue is resolved. Implementing a model that can utilize streamed data would give information that would allow for more frequent cycles, including decisions or corrections to the current production system, which could be valuable.

The area of autoregressive modeling or forecasting generally has numerous methods not examined in this paper. To ensure optimal performance is found, other methods than boosted trees should be explored. This could be deep learning methods such as DeepAR, which has seen state-of-the-art accuracy on several datasets. DeepAR could also help generalization, as boosted trees could potentially struggle in the transferability between trades, which is one of the areas in which DeepAR excels (Salinas et al., 2019).

Boosted trees can tend to overfit in the deeper trees. An investigation of the timing of this occurrence would make it possible to get even better performance from the models, which especially could push the performance of the distributional parameters. In general, the hyperparameters of the models have only been slightly tuned. A deeper examination of the hyperparameters would potentially show a significant performance boost. This could be done using a hyperparameter optimization framework to search the large spaces of hyperparameter combinations. As mentioned earlier, independent variables or features could also be used alongside the historical values. To ensure this research's objective is kept the same, these variables should be easily collectible.

In practice, the proposed framework is a first step towards a forecasting system that can assist in monitoring the construction site and be a foundation for decisions. To move the system into practice, the horizon of the forecast needs to be moved further ahead, making the system predict days ahead rather than the 60 minutes that is currently used. The short-term forecasting is not yet proven generalized between trades, currently only having data from a painting job. This needs to be done before the method can be implemented on a construction project. To do so, a high-quality dataset from a construction site consisting of several trades needs to be collected. The methodology's potential is, in practice, a better-monitored construction project. Understanding future states of the metrics presented in this paper will make planning of activities, procurement, and layout planning more informed processes, where the cycles of workers and the overall productivity of future states can be taken into account.
6. CONCLUSION

Being able to forecast metrics that tie to the progress of a construction project allows for better insights and the possibility of making informed decisions regarding changes to the production system. The information from the long-term forecasting about the project's future states can be used to evaluate decisions regarding the logistical planning, the site layout, and the timing of work packages. The individual productivity metric forecasting makes it easier to understand cycle times and could be used to predict the finishes of activities. The forecast could, if combined with location data from the workers, also give insights into the spatial differences in productivity (some areas might be easier to be highly productive in).

The major contribution of this research is the ability to do probabilistic productivity metric forecasting based on historical data. To the authors’ knowledge, this is the first research that forecasts CLP metrics in an autoregressive fashion without the need for other variables. By only using the past performance of the workers, the forecasting method is temporally more granular and requires less effort in data collection. This method differs from similar papers by only using the previously observed data points and by estimating the additional moments of the distribution. By doing so, forecasting becomes an easily accessible method for understanding the construction project. The use of boosted trees has been successful in numerous fields of forecasting and is an effective model for large datasets, which is expected if an entire construction project is to be monitored. The developed models for individual productivity monitoring (short-term forecasting) range in performance from 0.278 to 0.091 RMSE, 0.231 to 0.071 MAE, 0.026 to 0.352 PP50, and 0.100 to 0.734 PP90.

Long-term forecasting models based on work sampling data have also been developed. The combination of short-term forecasting of individual workers and long-term forecasting of the entire construction project is seen as a valuable combination. This gives insight into the general state of the project and also the cycle times of the activities. The two aspects cover the two extreme granularities of a construction project. The developed models for construction site productivity monitoring from the long-term dataset range in performance from 0.109 to 0.021 RMSE, from 0.090 to 0.014 MAE, from 0.159 to 0.756 PP50, and from 0.375 to 0.801 PP90.

The two different datasets have different optimal models. For the short-term dataset, models with fewer trees perform better when looking at distributional performance but have bigger residuals on average. Having derivative stabilization makes the convergence faster and makes the smallest models, in terms of trees, similar in performance compared to the bigger models with and without stabilization, even when looking at residuals. For the work sampling dataset, models with the highest numbers of trees perform the best, even when looking at the distributional performance. Models with stabilization tend to perform very similarly due to the fast convergence. The difference between the largest models with and without stabilization is significant, with the best option being with stabilization. Overall, most of the models developed fall within acceptable ranges for the evaluation metrics. As the application of the method proposed throughout this project is to provide information for informed decision-making, the acceptable range can change from project to project. However, for ordinary projects, it is deemed reasonable to forecast with an absolute error of 10%. This will be enough for the decision-makers to intervene when drastic changes in productivity are predicted, as they will fluctuate significantly more than 10%. This means that the models can successfully forecast individual short-term productivity metrics with a 90-second horizon and general long-term productivity metrics with a 60-minute horizon. As the datasets have not been used in other forecasting research, comparing results to the research of Table 1 is deemed illogical both due to the difference in objective and the difference in data used for the evaluation.

A study of extra features was done to investigate the importance of the number of features presented to the models. As the short-term dataset has 60 data points available every second, an investigation was done into how often a sample is needed. The algorithms can quickly become computationally expensive, so resampling the raw dataset could become necessary. The overall conclusion for this investigation is that maximum performance is found before the full frequency of the dataset is used. More experiments should be done by resampling the raw features and adding feature engineering or including independent variables.

With the ongoing development of the construction industry, a continuous forecast of productivity for each worker will be a valuable added feature for many processes. Both for continuous analyses, such as simulations of production systems, but also for the decision makers on construction sites, that can use an estimate of future productivity metrics to make decisions before the productivity starts to decrease. This paper sets a direction with the introduction of forecasting productivity using autoregression. With larger productivity datasets becoming available, the forecasting horizon can be increased to cover not only a single day but potentially forecast days or even weeks into the future.
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