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SUMMARY: Recently, there has been a growth in the research interest on applied machine learning (ML) in safety 

analysis in the construction industry. The increased interest is part of a search for improved prevention of 

occupational accidents with a focus on text analysis and natural language processing (NLP). However, ML-based 

approaches have been less adapted compared to their perceived benefits due to barriers of implementation and 

challenges in analysing safety records in the construction sector. And the current literature has been criticized for 

a lack of clarity around the description of methodologies, interpretation, and the context of the application. 

Therefore, this work aims to review the latest developments in research applying ML to accident report analysis 

in construction. A review of the published literature on ML-based analysis of construction accident reports was 

carried out and organized in terms of the data pre-processing, algorithms, testing and implementation and further 

organized based on data structure. The results of the review found limitation related to data availability besides 

the manual structuring and the less use of unsupervised learning reflect complexity of handling textual accident 

data. Moreover, types of accidents happen in proportionally varying frequencies and need careful tackling outside 

basic assumptions of data pre-processing in addition to the general need for data pre-processing comparative 

studies and automated pipelines. The review also showed that data mining (DM) and unsupervised learning were 

less used especially with semi-structured and unstructured datasets reflecting maybe inefficient natural language 

processing (NLP) application with these types of learning. Among the reviewed articles, only four out of six 

prototypes were externally validated on construction environment thus we propose that future efforts would benefit 

from incorporating a standardized development method that also explicit how ML safety recommendation informs 

decision making. Future research should experiment and ascertain different choices in the pre-processing stage, 

validating the performance of the ML models and implementation in the construction practices. Finally, there are 

more advanced NLP methods that could be applied if domain specific repositories were available such as relation 

extraction and there are various advances that could be explored including large language models (LLMs). 
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1. INTRODUCTION 

The global construction sectors are known for being both risky and having a high frequency of occupational 

accidents (Hoła and Szóstak 2015). Recently, there has been a notable increase in the literature on applying 

machine learning (ML)-based analysis on construction industry documentation (Xu et al. 2021a), including in the 

domain of safety (Hou et al. 2021, Yan et al. 2020). This involves using multiple technologies such as deep learning 

(DL) and ML (Elghaish et al. 2022) and exploiting these technologies to further advance knowledge on safety 

(Bhagwat and Delhi 2022). Accident-related data, such as those concerning circumstances, processes, and the 

people involved, can at least to some extent be found in accumulated accident reports in contracting companies 

and national registries. Moreover, the increased focus within the literature on ML-based analysis has been on 

extracting information from textual data on accidents, identifying contributing factors and classification (Hegde 

and Rokseth 2020), and identifying indicators for safety efforts (Garcia et al. 2022). In that vein, NLP applications 

for safety text analysis appear suitable for name entity recognition, text classification, information retrieval and 

text summarisation, aiming at accident causes analysis, hazard classification and accident information extraction 

(Liu et al. 2022, Ding et al. 2022). ML appear beneficial in research on underlying patterns especially with large 

volumes of accident-related data (Bilal et al. 2016, Hegde and Rokseth 2020, Vallmuur 2015). 

Despite the above and although engaged industry professionals consider ML and AI to have a potential to improve 

safety performance (Dobrucali et al. 2024), a survey showed that the cost, practicability, and reliability of such 

emerging technologies constitute barriers to their adoption (Jan et al. 2021). Moreover, complexities in open- and 

long text-based information extraction and establishing dynamic information update are other barriers (Liu et al. 

2022). Furthermore, there are several identified challenges in applying ML/ DL/ data mining (DM)/ text mining 

(TM) for analysing safety records in the construction sector. DM applications in construction are challenged by 

poor data quality and knowledge interpretation (Yan et al. 2020). Moreover, Khallaf and Khallaf (2021) found that 

limitations of DL for accident report analysis emanate from the need for manual labelling, and DL models are 

domain specific and require large data sets. Depending on the task and dataset, it may not be necessary that DL 

achieves superior levels of accuracy over ML; an accuracy and information extraction efficiency trade should then 

be established (Wu et al. 2022). Finally, the current literature has been criticized for analysing textual injury 

records while lacking sufficient descriptions of the methodologies used in processing the data and training the ML 

models. This has made it harder to understand the potential impact of ML applications on safety processes. 

Given the above and building on previous reviews (Bhagwat and Delhi 2022, Elghaish et al. 2022) there is a need 

for a more focused review on ML-based analysis of accident reports. The sector’s specific complexities and the 

need for a narrowed-down scope review led to the research question: 

What is the state of the art of research applying ML to accident report analysis in construction?  

The article focusses on the latest papers using ML in analysing accident reports and reflects on challenges and 

opportunities for possible implementation to analyse occupational accidents data within construction. A literature 

review to answer the research question and focuses on the applications to accident reports regarding its use of data 

preprocessing, algorithms, methods, testing and implementation. It is typical for a ML process to follow the steps 

of data exploration and pre-processing, and then model training, validation, and testing (Gopal 2018). Testing of a 

ML model corresponds to the internal performance of a ML model based on data that was set aside and not used 

for “training” i.e. feeding the model with data for growing its model (Gopal 2018). Training is followed by internal 

and external validation. External validation is “the use of independently derived datasets (hence, external), to 

validate the performance of a model that was trained on initial input data” (Ho et al. 2020). But we would extend 

this concept and suggest for this paper that external validation also includes any trials of ML-based models in real 

life situations with any forms of feedback indicating their accuracy, efficiency, and usability. The reviewed articles 

are therefore arranged into the following themes: data pre-processing, algorithms, testing and implementation. 

2. METHOD 

The literature review was conducted in iterations using the concept-centric framework (Webster and Watson 2002). 

Four databases were selected, namely Scopus, Science direct, Emerald and ProQuest, supplemented with a broader 

search in Google scholar. The review was conducted iteratively within the databases, with the broad search terms 

being “accident report,” “construction,” “machine learning.” This search resulted in a high number of hits, 

therefore only the first appearing 100 were scanned because after that the search results were no longer relevant. 
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Then a more detailed search with a more specific search string including “building industry,” “accident cases,” 

“accident reports,” “accident records,” “accident data,” “machine learning,” “deep learning,” “data mining,” was 

conducted and the hits of each library are shown in Table 1. The literature search was thus targeted whilst still 

being sufficiently comprehensive (MacLure 2005). 

Table 1: Number of hits and included articles in every database. 

Database Num. hits Num. included 

Scopus 18 4 

Science direct 161 25 

Emerald 42 6 

ProQuest 55 2 

Subtotal 276 37 

Broad Serach 400 11 

Total 676 48 

The selection of papers using these criteria yielded a narrowly reference targeted list that is only related to the use 

of ML, DL, and DM on reported accidents’ data in construction. Any returned results in non-targeted contexts, 

e.g., the ones of chemical plants, steel plants, and car crashes were excluded. Articles analysing data from accident 

news or using web-crawling were also deemed out of scope. Articles analysing hazard reports and safety inspection 

documentation from construction sites were excluded too. Finally, considering the temporal dimension of the 

literature review, research on applying DL and DM in construction started to steadily increase from 2016 (Xu et 

al. 2021a), while accident analysis and injury investigation using past accidents cases increased sometime around 

2017 (Bhagwat and Delhi 2022). Therefore, combining the above, the starting point for the review was set to 2017.  

The literature search followed the process described in (Webster & Watson 2002). 276 publications (see Table 1) 

were abstract scanned and skimmed through if necessary. If the paper was a review itself, it was selected for 

consideration for the “Introduction”; otherwise, if it was an implementation paper (i.e., a ML model is developed 

in the paper) meeting the inclusion criteria, it was selected for consideration for the “Literature review” section. 

The collected articles were compared across the four databases to identify and remove duplicates (i.e., papers 

appearing in multiple databases). Finally, 37 articles were selected for including in-depth studies within a cross-

section of the concepts and inclusion criteria mentioned above. During the in-depth studies common concepts and 

themes were identified and subsequently being allowed to organise the review (Webster & Watson 2002). Each 

article was ordered by the identified concepts. The organization of the review was done to units of 

analysis/concepts which became; data pre-processing, algorithm type and training the ML model, testing algorithm 

performance, and implementation of ML analysis. 

3. LITERATURE REVIEW 

The governing concept of the review derives from the understanding of a generic ML development process steps 

combined with the identification of main topics and wordings from the reviewed literature (Webster & Watson 

2002). The review commences with analysing data preprocessing in three turns depending on data type; structured, 

manually structured, semi-structured and unstructured. Then it continues with algorithms to end with test and 

implementation. 

3.1 Data pre-processing 

Many of the reviewed studies highlighted data pre-processing as an essential step – i.e., trying to formulate and 

represent the data in a way that better fits the modelling and algorithmic structure of the ML system (Shehab et al. 

2021). Data pre-processing can help in terms of improving the time taken for the analysis, the utilization of 

resources, storage, efficiency, and even the output-gained information (Shehab et al. 2021). 
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3.1.1 Structured and manually structured data pre-processing 

Structured datasets are “organized properly into a formatted repository” and in a tabular format (Solanki et al. 

2019). A structured dataset can contain labels which often makes it suitable for using supervised learning (Han et 

al. 2011). Structured datasets are advantageous, since they are simpler to process and manage (Solanki et al. 2019). 

However, only few structured datasets exist in the reviewed literature while other unstructured datasets can become 

structured by manual feature extraction; the latter was found in 10 papers (see Table 6). Manually structured 

datasets are usually smaller, containing only hundreds of accident reports. This is limiting for ML- and DL-based 

analyses, as more available data can lead to more efficient learning especially for DL (Sun et al. 2017). 

Table 2: Manually structured/Structured datasets pre-processing. 

 

Table 2 shows and categorises data pre-processing techniques for manually structured and structured datasets. In 

this table, the two data types are organised together because we deemed the pre-processing steps to be very similar 

except manually organizing the data. We characterised the data pre-processing steps and types mainly based on 
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the categorization by Han et al.’s (2011). Manual structuring may require a theoretical framework of accident 

information attributes. Such as stakeholder theory, system thinking, Construction Accident Causation (Lu et al. 

2023), or a literature review on accident analysis in construction sites (Alkaissy et al. 2023, Tang et al. 2021) and 

possibly combined with experts’ opinions (Rafindadi et al. 2023, Tang et al. 2021). Manual structuring could be 

combined with feature extraction for textual accident reports and then organize the extracted features into 

predefined accident attributes – e.g., extracting safety factors by manually assigning attributes to identified risk 

(i.e., location, work type, accident causes, and results) (Tang et al. 2021).  

Manual labelling and structuring of accidents reports takes a considerable proportion of data-processing (Table 6). 

The dominant data pre-processing steps in structured-categorical datasets can also include label encoding, one-hot 

encoding, normalization, and dimensionality reduction (Koc et al. 2021). Moreover, steps in time series analysis 

include defining time related input and output (Koc et al. 2022). Typically, some data quality issues can surface in 

pre-processing, such as missing values and outliers which could result in loss of many accident cases (Koc and 

Gurgun, 2022). Jiang et al. (2023) explicitly tested with handling missing values using RF, KNN multiple 

imputation, single imputation, and not handling missing values. It was found that RF multiple imputation yielded 

good results if the important predictors did not have a high percentage of missing data (Jiang et al. 2023). There is 

less discussion about which type of data pre-processing methods are best used in relation to construction accident 

reports. However, Lee et al. (2020) proposed that reducing variables and elements of accident datasets is favourable 

for accident predictions and advise to perform data pre-processing by comparing different methods instead of one.  

There had been multiple methods for managing the class imbalance for the ML model training step (see Table 2). 

Zhu et al. (2021) argued that SMOTE is better than random oversampling (ROS) as it adds artificially synthesized 

samples and does not risk overfitting. While ROS was chosen as the best method because it fits better with the 

categorical values in the dataset (Choi et al. 2020; Koc and Gurgun 2022). Kang and Ryu (2019) and Koc et al. 

(2022a) used random undersampling (RUS), which is a method that reduces the major classes, resulting in a 

reduction of the data sample from 9795 to 6374 accident reports (Kang and Ryu 2019). While Koc and Gurgun’s 

(2022) study illustrated the need for an automatic data pre-processing pipeline by detailing an automatic scenario 

building and testing of various steps that could be taken to improve the ML data analysis. 

3.1.2 Semi-structured datasets pre-processing 

Semi-structured data “is not referred to the tabular format but… has some organizational property” (Solanki et al. 

2019). In our case such data is found in reports containing textual descriptions of accident cases accompanied with 

structured data, such as the type of accident and severity level presented in columns or tables. Each of these 

organized features can be considered as a label.   

Challenges related to data characteristics also tie with challenges in data handling and pre-processing. Two main 

themes were found in the reviewed literature; the first theme includes stop word removal, tokenization, text 

cleaning, and word embedding (Arumugam and Shanmugamani 2018). Typically, word embedding, and text 

vectorization are not considered as text processing procedures but in this paper, we classified these methods 

together with pre-processing for practically organizing the paper structure. The other theme is related to manual 

labelling, text segmentation, and using domain specific dictionaries and different NLP algorithms. In addition to 

textual data pre-processing, Li et al. (2021) also performed data cleaning of removing reports with missing values, 

removing accident types comprising of a small number of reports of certain accident types, and chi-square tests 

for feature selection. 

Word embedding is one of the most important steps in processing textual data. Commonly used word embedding 

techniques are Word2Vec, Wikipedia Global Vector for Word Representation (GloVe), and Bidirectional Encoder 

Representations from Transformers (BERT) (see Table 3). These word embedding algorithms are usually trained 

using generic corpora but can also be retrained with domain-specific corpora such as accident reports that are not 

needed for training a ML classification model (Zhang 2019, Zhang et al. 2020, Fang et al. 2020, Baker et al. 

2020b). Zhang et al. (2020) used BERT as a text pre-training algorithm instead of Word2vec, for being more 

efficient in handling text multi-meaning. Alternatively, data segments that were not used to train the ML model 

can be utilized to pre-train Word2Vec, which provides an advantage of using word embedding with domain-related 

vocabulary (Zhang 2019, Baker et al. 2020b). Goldberg (2022) tested with six different state-of-art word 

embedding algorithms (including BERT, Glove and Word2vec) with a baseline of "term frequency – inverse 
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document frequency” (TF-IDF) vectorization and concluded that BERT performed best compared to Glove and 

Word2vec. 

An important decision in text pre-processing concerns the used dictionaries and tokenization settings such as 

unigram, bi-gram and combinations of unigram, bi-gram, and trigram. Goh and Ubeynarayana (2017) found that 

unigrams provided the best classification results although TF-IDF should function better with bi-gram and trigram 

in capturing the context and leading to less misclassifications. Word embedding also exist in different modes, such 

as the continuous bag of words (CBOW) and the skip-gram model which Zhong et al. (2020a) found more suitable 

for accident report narratives because it may contain sparse text features. 

 

Table 3: Semi-structured datasets pre-processing. 

 

Data pre-processing might also include text feature extraction (Ma et al. 2021), or manually labelling the accident 

reports (Zhong et al. 2020a, Goh and Ubeynarayana 2017, Shrestha et al. 2020). Manual processing can also be 

combined with the extraction of safety factors by identifying the extracted keywords using TF-IDF and manually 

structuring attributes into a dictionary to the identified risk factors (i.e., location, work type, accident causes, and 

results) (Ma et al. 20201). Similarly, word segmentation can be performed statistically; then, the contextualization 
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of accident attributes can be based on system engineering theory (Luo et al. 2023). While features have 

automatically been extracted from textual reports via an NLP algorithm especially developed for the industrial, 

infrastructure, and mining domains (Baker et al. 2020a). 

Accident data can feature classes with a considerable variation in the number of included instances, most notably 

fatal accidents as opposed to other groups of accidents (so-called “unbalanced” classes). Such variation imposes a 

particular challenge in data pre-processing and ML-based analysis because the model’s development tends to 

involve occurrences of misclassification of sparsely populated classes simply because they are harder to recognize 

compared to more populated classes. Frequency variation has been found in classes including injury severity, 

energy type involved, causes, accident types, and injured body parts, which affected the classification accuracy 

performance (see “Testing algorithm performance” section). 

 

3.1.3 Unstructured data pre-processing 

Unstructured dataset is one whose “structure can not be predicted … not organised into a pre-defined manner” 

(Solanki et al. 2019). In the case of accident reports, such unstructured data is textual (mostly continuous text 

passages). In the relevant references, the collected occupational accident reports included unlabelled textual report 

data (i.e., the instances were not initially attributed into the sets of specific classes).   

For unstructured datasets, pre-processing is similar to the one used for semi-structured data (Table 3). Zhang (2019) 

and Zhang et al. (2019) performed experiments with labelled-unstructured and unlabelled-unstructured accident 

reports data. For the labelled dataset, data pre-processing included stop word removal, part of speech tagging 

(POS), and lemmatization. However, stop word removal is not performed with Word2vec, because it depends on 

the broader context of sentences (Zhang 2019). 

 

Table 4: Unstructured datasets pre-processing. 

 

 

As mentioned earlier, word embedding algorithms can be retrained with a domain-specific corpus which takes 

advantage of larger unlabelled datasets in case of lacking labels (Zhang 2019). Na et al. (2022) improved text 

mining by performing text segmentation via constructing a domain specific lexicon for text tokenization, based on 

defined safety and construction terms. They also proposed the use of the accumulative entropy weighted term 

frequency (TF-H) instead of TF-IDF, because for safety risks TF-H can account to a term’s uniform distribution in 

the corpus (Na et al. 2021).  

Domain and language related dictionaries were used in the tokenization of Korean accident reports (Kim and Chi 

2019). The method developed by Kim and Chi (2019) consisted of developing a construction accident thesaurus 

to capture words and their synonyms, or the unique representation of words that are usually used in a construction 

context. This was done by combining a thesaurus of construction terms with accident cases and using Word2vec 

to expand queries in the accident reports database. Moreover, manual definitions of features and the associated 

semantic roles were defined for creating rules for accident information extraction (Kim and Chi 2019). 
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3.2 Algorithm type 

The analysis of accident reports is mainly treated in the reviewed literature as an information extraction task or a 

classification task – i.e., classification of accident type, severity, and causes. Given this observation, the literature 

can be categorized according to the type of analytical algorithms used (DL, ML, DM), and the characterisation of 

the data type. 

3.2.1 Algorithm type for structured datasets  

The analysis of structured accident reports was performed by DM, ML, and DL algorithms (see Table 5). The table 

below breaks down the algorithms used in each article and the purpose of the ML model. Then, the best performing 

algorithms are highlighted in bold. 

The data mining analysis included unsupervised algorithms such as association rule mining (ARM) (Amiri et al. 

2017, Xu and Zou 2021), the Apriori algorithm (Sabet et al. 2021), and graph mining with hierarchal clustering 

principal components (HCPC) (Tixier et al. 2017). The purpose of the data mining algorithms was to extract risk 

rules and discover possible rules relating accident attributes. In some cases, experts check on discovered 

associations of safety attributes to separate the valid cases of new safety knowledge (Tixier et al. 2017). Moreover, 

using fuzzification for analysing accident reports helped in tackling data uncertainties and ambiguity (Amiri et al. 

2017).  

ML algorithms were also used for various prediction metrics in structured data, such as severity (Poh et al. 2018, 

Koc and Gurgun 2022), the likelihood of fatality (Choi et al. 2020), and the phase of occurrence of crane operation 

accidents (Jiang et al. 2023). The most frequently used algorithms are random forest (RF), XGBoost and 

AdaBoostb (see Table 5). Interestingly, tree-based models – whether it is RF (Poh et al. 2018, Choi et al. 2020) or 

XGBoost (Koc et al. 2021) seem to have an advantage over other algorithms. RF can even outperform DL 

algorithms such as MLP (Zermane et al. 2023) and ANNs (Koc et al. 2022a). In another effort, the AutoML model 

performed best (Zhu et al. 2021). Optimizing hyperparameters should also be considered for tree-based models 

due to their sensitivity to parameters such as the number of trees and learning rate. The relevant methods that were 

used are HyperOpt (Kang and Ryu 2019), Grid search OOB error (Jiang et al. 2023), and the GA (Koc et al. 2021). 

Applied DL to structured data was mostly used to predict the severity and number of accidents (Koc et al. 2022). 

The approach of Koc et al. (2022) applied a hybrid wavelet transformation with different supervised algorithms 

and time series data, where the optimized ANN with Broyden-Fletcher-Goldfarb-Shanno (BFGS) outperformed 

other algorithms. 

 

Table 5: Algorithms types of structured datasets. Text in bold highlights the best performing algorithm. 
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3.2.2 Algorithm type for manually structured datasets   

For manually structured datasets of accident reports, data mining and shallow learning techniques were applied 

(see Table 6). It is rather interesting to observe a tendency in the reviewed literature to apply unsupervised data 

mining algorithms (e.g., Apriori, ARM) and even clustering to manually structured and data. This might indicate 

that such type of learning is appreciated for understanding of what combination of different factors play a role 

(Assaad and El-adaway 2021) and it works well with small datasets (Rafindadi et al. 2023). Chen et al.’s (2023) 

approach was distinguished, as they considered spatial features of operations to measure cross-operation 

interaction (e.g., falling from heights was accompanied by collapse accidents and being hit by objects). 

ML was performed for predicting accident severity (Lee et al. 2020), electrical accidents (Gholizadeh et al. 2021), 

the fatality of fall accidents (Halabi et al. 2022) and the similarity between accident cases (Lu et al. 2023). In this 

approach, several algorithms were used (Table 6), such decision trees (DT), LogR, support vector machines 

(SVM), Classification and Regression Trees (CART) and k-nearest neighbour (KNN) for clustering. Moreover, 

principal component analysis (PCA) is an unsupervised learning method usually utilized for dimensionality 

reduction in high dimensional data, but in the context of construction accidents it was used to visualise the severity 

level together with predictive attributes (year, type of accident, and injured part) to understand which variables are 

more correlated with the outcome (Lee et al. 2020). 

Table 6: Algorithms types of structured datasets. Text in bold highlights the best performing algorithm. 

 

3.2.3 Algorithm type for semi-structured datasets   

The analysis of semi-structured datasets was performed by ML and DL algorithms (see Table 7). ML algorithms 

were used for multiple purposes, including prediction of collapse, accident severity (Luo et al. 2023), upstream 

precursors, energy source, accident type, injury severity (Goh and Ubeynarayana 2017, Shrestha et al. 2020), 

incident type, injury type, body part (Baker et al. 2020a). It is observed that SVM and tree-based models such as 

RF and XGBoost stand out among used algorithms either by choice of the authors or by outperforming other 

algorithms for the same task. SVM, XGBoost, and RF were used as state-of-art algorithms (Baker et al. 2020a) 

but a stacking model of the tree-based algorithms showed to perform better than each of the algorithms alone. 

In the presented efforts below, we find that optimization algorithms were employed to increase accuracy and assign 

optimised hyperparameter values. Goh and Ubeynarayana (2017) used brute force exhaustive search for optimizing 

the C parameter related to SVM, while Luo et al. (2023) used the Gini index or the out-of-bag (OOB) error to 

measure the contribution of each feature to the DT, as well as RandomizedSearchCV for hyperparameter tuning 

of the RF. Moreover, Sequential Quadratic Programming (SQP) was used for optimizing an ensemble model 

(Zhang et al 2019).  

It can be observed in Table 7 that DL was a common choice for analysing accident reports with a semi-structured 

format. This is probably expected as DL does not need feature extraction for performing classification using data 

such as images and text. DL was represented by using different variations of deep neural networks in what appears 

as an experimental pattern, such as the convolutional bidirectional long short-term memory (C-BiLSTM) (Zhang 

et al. 2020, Zhang 2019, Deng et al. 2020), and Context Connotative Network (hybrid C-LSTM) (Gupta et al. 

2022). Graph-based neural networks such as the relational graph convolutional network (R-GCN) (Chen et al. 

2022b) and Graph Convolutional Network (GCN) (Pan et al. 2022) were utilized as well. On top of modelling with 
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different algorithms, Li et al. (2021) used K-NN as a meta-learner algorithm recommending the best performing 

algorithm for accident consequence prediction every time a new dataset is added to the model; this is done by 

comparing the new dataset to a meta-knowledge database which gives the model the possibility to update with 

new data. Moreover, topic modelling (Zhong et al. 2020a) and data mining (Ma et al. 2021) were combined with 

deep learning for processing unlabelled data and mine safety risk factors.  

The choice of BiLSTM was based on its superior performance in extracting information from the text, as well as 

for examining information before and after the word for better context understanding (Zhang et al. 2020). In that 

vein, convolution layers are superior with extracting n-grams features from text and capture local correlations 

(Deng et al. 2020). SGRU is also a strong variant of long short-term memory (LSTM), but more computationally 

efficient and combined with parameter optimization of the neural network (Cheng et al. 2020). 

Optimization is usually a very important part of training DL algorithms. The reviewed articles in this category 

used multiple optimization methods, such as Stochastic Gradient Descent (Baker et al. 2020b), Symbiotic 

Organisms Search (Cheng et al. 2020) and Adam (Gupta et al. 2022, Chen et al. 2022b). 

Table 7: Algorithms types of semi-structured datasets. Text in bold highlights the best performing algorithm. 

 

3.2.4 Algorithm type for unstructured datasets   

Unstructured datasets are challenging, because they may require manual labelling, identification of rules in rule-

based information extraction (Kim and Chi 2019), or identification of domain knowledge elements – based on 

experts’ opinions – from the data; as an example, domain knowledge extraction (DKE) was performed by NLP 

rule-based extraction in Xu et al. (2021b). On the other end, validation and contextualization of extracted 

information are sometimes done by manually checking the results (Na et al. 2021). 

Unstructured data were mostly analysed to extract information from accident reports (e.g., extracting common 

objects contributing to causing accidents by adopting the rule-based chunking approach) (Zhang et al. 2019). The 

conditional random fields (CRFs) algorithm was used for its effectiveness in labelling information from textual 

data and considering the sequence of a sentence (Kim and Chi 2019). This approach required definitions of tacit 
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knowledge, where a tacit knowledge extraction (CRFs) model was trained and optimised for controlling the degree 

of overfitting by using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. This model worked as an 

information extraction system from accident cases after grouping the similar ones based on a query. While the 

process becomes more complicated with completely unstructured text, both general semantics roles and additional 

rules were created by manual data analysis (Kim and Chi 2019). Another approach for DKE was proposed by 

applying the semantic part-of-speech tokenization and the syntactic dependencies of word analysis (Xu et al. 

2021b). 

Na et al. (2021) performed a comparative analysis of different methods of term importance representation 

including document frequency (DF), TF-IDF, term frequency (TF), and information entropy weighted term 

frequency (TF-H). For that, an updated lexicon was constructed to manually capture the construction related terms 

through experts analysing the data to add the specific terms to a general lexicon.  Na et al. (2021) found that TF-

H – unlike other methods – accounts for the document distribution of terms, which is very important for safety 

risk factors. 

Table 8: Algorithms types of unstructured datasets. 

 

3.3 Testing algorithm performance 

The generalization capability of a ML algorithm is usually evaluated using an unseen split of data (Riccio et al. 

2020). This is referred to as the test split and is not used during model training or hyperparameter tuning and 

validation (Riccio et al. 2020). The testing of a classification algorithm is used to evaluate how well the algorithm 

classifies the target after the training step and distinguishes which of the compared algorithms performs better 

against each other for performing the same task. On the other hand, external validation is “the use of independently 

derived datasets (hence, external), to validate the performance of a model that was trained on initial input data” 

(Ho et al. 2020). Here we extended this concept to also include any trials of ML-based models in real life situations 

with any forms of feedback indicating their accuracy, efficiency, and usability. In this section, aspects of 

algorithmic performance are presented, along with the ML model’s purpose. 

DL was used for both structured and semi-structured datasets (See Tables 6 and 7). In the case of semi-structured 

datasets, advanced DL algorithms almost always outperformed supervised ML algorithms (ex. SVM, NB, LogR, 

KNN, DT) and elementary DL ones (LSTM, GRU, CNN) (Zhang 2019, Cheng et al. 2020, Deng et al. 2020, Zhang 

et al. 2020, Zhong et al. 2020a, Goldberg 2022, Gupta et al. 2022). Even more, R-GCN outperformed LSTM, 

SGRU and GRU (Chen et al. 2022b). It is important to note that algorithmic performance depends on which metrics 

are used for testing, the choices of parameter tuning, and other factors. For example, the weighted average F1 score 

is a better performance metric than a single F1 score, primarily when the data is characterized by class imbalance 

(Zhang et al. 2020). Moreover, algorithmic performance can depend on the parameter tuning of the word 

embedding step using unigrams, bigrams of two different dimensionalities, and the results showed that bigrams 

are constantly superior (Zhang 2019). Furthermore, testing BERT compared to other DL text classification 

algorithms for near-misses classification had the advantage of a pre-trained bi-directional network with an altered 

architecture (Fang et al. 2020). For two different experiments about body part classification in the same dataset 

with Baker et al’ (2020a), HAN had the best performance but, TF-IDF+SVM had an overall better performance 

than HAN. In this case, the performance of DL was explained as it can sometimes use part of the narrative that 

indicates prediction outcomes, which is misleading the learning; instead, speech parts that are potential predictors 

(such as circumstances or work environment) could be used (Baker et al. 2020a). Furthermore, DL requires large 

data volumes and other data sources such as success cases may be needed to learn what goes well instead of safety 

related attributes and incidents only (Baker et al. 2020a).  
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In the structured datasets which were analysed with DL, ANNs performed with the fatalities being predicted with 

100% accuracy, then testing accuracy dropped by 50% (Ayhan and Tokdemir 2019), and the W-ANN for time 

series data performed better than other algorithms. Nonetheless, AutoML and RF outperformed MLP and ANNs 

in other cases (Zhu et al. 2021, Koc et al 2022a, Zermane et al. 2023). In addition to testing with different 

algorithms, Zhu et al. (2021) evaluated both the original and the adapted SMOTE datasets (see data pre-processing 

section) for comparing the evaluation metrics in accident severity prediction. The results showed that SMOTE 

demonstrated a slight improvement in the testing, but the authors found the method prone to overfitting (Zhu et al. 

2021). The best F1-score was achieved by AutoML) (Zhu et al. 2021). 

NLP was applied to extract the causes of accidents and the objects which contributed to them (Zhang et al. 2019). 

Multiple classification algorithms were tested, and the performance was considered low (Zhang et al. 2019), and 

the authors attributed that to natural language not being precise, and the difficulty of developing comprehensive 

rules to cover all meanings of different expressions (Zhang et al. 2019, Xu et al. 20201b).  

ML was used for all types of datasets, except for the unstructured ones (see Tables 6 and 8). For the structured 

datasets, the RF outperformed other classification algorithms, such as, indicatively, SVM, KNN, DT, LR, and 

AdaBoost (Poh et al. 2018, Choi et al. 2020). In another example, XGBoost outperformed RF, Extra Trees (ET), 

and AdaBoost (Koc et al. 2021).  

For the manually structured datasets, Lee et al. (2020) tested with nested cross validation for an ensemble model 

and a SVM one, with the ensemble model outperforming the SVM. However, prediction performance measured 

by multiple metrics showed to be low for predicting dates, which is kind of expected to be less correlated with an 

accident (Lee et al. 2020). But even for the severity and other accident-related attributes, the predictions were not 

very satisfactory, since the data was concentrated on certain elements and affected prediction (Lee et al. 2020). 

For the semi-structured datasets that were analysed with ML (see Table 7), the best performance was obtained in 

classifying the injury severity with the SVM (Baker et al. 2020a). A combination of SVM and RF was applied as 

a single algorithm to classify injury severity (Shrestha et al. 2020) and collapse accident severity (Luo et al. 2023).  

An observed pattern in the reviewed literature relates to the misclassification of the less populated classes or the 

narratives of different types of accidents that contain similarities in description, such “struck by moving objects” 

and “collapse of object” (Goh and Ubeynarayana, 2017). Additionally, misclassifications for accident types can 

happen because of labelling, as it is difficult even for humans to label accident types correctly (Gupta et al. 2022). 

Although the averaged F1 scores might indicate acceptable performances for the tested algorithms, the low F1 

scores of the single classes are as important. The misclassification of minority classes of accident severity, type, 

and causes was a challenge for a few of the reviewed research efforts. For a single cause classification (collapse 

of an object), the model did not perform as well (Zhang et al. 2020). because these instances were found to have 

unique occurrences and characteristics when individually checked (Zhu et al. 2021). Another example was found 

with confusing “falling object” with “moving object” because of the similarity in the word vectors, while the 

“electrocution” category had lower accuracy score compared to other classes because of the less frequent accident 

data in it (Ma et al. 2021). It is often advised to use a resampling technique for unbalanced datasets, but it is not 

always known how efficient these are. Koc et al. (2022a) tested with different resampling techniques including 

RUS, ROS, and SMOTE and found significant improvements when ROS and RUS algorithms were applied 

compared to not resampling or SMOTE; at the same time, NB performed better without the data being subjected 

to any resampling. Alternatively, one approach suggested a solution for facing smaller accident type data by a 

meta-learner knowledge base (Li et al. 2021).   

3.4 Implementation of ML-based analysis 

Model usage is one of the most central ML development processes (Bilal and Oyedele 2020). The reviewed 

literature presents two types of propositions to use ML-based models in the analysis of accident reports. Models 

within the literature which suggested a possible use of the ML analysis results might be labelled as conceptual 

propositions, those suggesting a precise implementation of ML-based data analytics were termed prototypes, and 

if they tested the ML model’s use, they were termed as externally validated. 

One prototype was proposed for information retrieval and knowledge extraction (Kim and chi, 2019). In this case, 

the authors assigned semantic roles for the elements that characterize the accident and defined the roles as 

predicates (i.e., “accident result,”) and effector (“hazard object,” “location,” “hazard position,” and purpose “work 
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process”). The rule-based dataset extraction was tested against experts tasked with labelling and was found very 

close to the experts’ labelling (Kim and Chi, 2019). Another model was presented as an integrated framework of 

accident type classification, feature ranking and calculating the cascading effect on project tasks based on the effect 

the risk factors have on the time of a task (Ma et al. 2021). A rule-based safety recommendation was also developed 

based on the safety management and known causes (identified by literature review) integrated with data mining of 

accident causes (Tang et al. 2021). The latter requires the interpretation of experts for the recommended safety 

instruction, while an expert survey showed a positive response in terms of benefit to safety management (Tang et 

al. 2021). One of the examples that Kim and Chi (2019) presented showed that there is more than one consequence 

other than the injury– such as damage to infrastructure and material– while only one consequence was extracted 

from the accident report. Moreover, lower recall values compared to F1 score because duplicate features of classes 

exist and overlap with different classes in the learning process (Kim and Chi 2019). This indicates that the labelling 

and classification of accident components are highly dependent on the labels that specialists assign to them. The 

same observation can be made in rule-based data mining examples (Tang et al. 2021, Xu et al. 2021b, Ma et al. 

2021). 

When it comes to testing of ML models in real life, the material is also limited. We refer to this as external 

validation to clarify the distinction from the often-used internal validation, done within a pre-existing data set. 

Therefore, we rarely have insights into validation criteria and challenges of implementations. Lu et al. (2023) 

presented the concept of a hybrid risk response model by classifying factors based on importance. Then, they 

suggested those as response strategies for risk assessments based on a similarity search through the accident 

database and connected this system to existing real-time data collection streams on site (Lu et al. 2023). This 

system was validated for a one-month observation period in a construction project and in combination with a video 

alert module (Lu et al. 2023). Another system was tested with three large construction sites in terms of applicability, 

comprehensiveness, and accuracy (Amiri et al. 2017). At the same time, validation can be performed by transfer 

learning to demonstrate generalisability via testing the ML model in two unseen datasets from the construction, 

metal, and mining industries (Goldbeg 2022). The only mentioned limitation for the test is that a situation was 

misclassified as noncompliant with wearing protective equipment while it was a false negative alarm (Lu et al. 

2023). The prediction model for tower crane procedures was also validated and one of the main challenges was 

found in the collection of on-site crane data, as some features were not observable (e.g., design errors, structure 

status, operators’ behaviour, and installation preparations sufficiency) (Jiang et al. 2023).  

Fuzzy logic was applied either through fuzzy data mining for severity index and frequency rate rule-based expert 

systems (Ameri et al. 2017), or as a decision-making scheme, based on the ANNs predictions and expert opinions 

(Ayhan and Tokdemir, 2019). In this case, the decision categories depended on the predicted severity; if the 

decision-making scheme predicted a fatality, Ayhan and Tokdemir (2019) suggested that the construction should 

stop until an investigation is thoroughly done to eliminate the danger. Another model was suggested to predict 

risks for projects and individuals based on information about gender, age, experience, construction type, 

employment count, day of the week, and month that should be available from the construction sites and/or 

participating companies (Choi et al. 2020). Choi et al (2020) assumes that this information could be retrieved at 

the construction site entrance terminal through personal key cards and then Choi et al (2020) posits that predictions 

would automatically be done. Zhu et al. (2021) recommended using the RF prediction rules for accident severity 

prediction to assess occupational risks and prevent injuries. A usage suggestion for a RF model prediction was as 

a leading indicator for high-risk projects in the company (Poh et al. 2018). Baker et al. (2020a) proposed using 

severity and accident type classification by practitioners who do safety planning by identifying the task, tools or 

equipment, and working circumstances (Baker et al. 2020a), and by extracting safety precursors (Baker et al. 

2020b). Another proposition was to use the classification of incident reports as part of a digital strategy to help 

managers extract information about near misses and increase awareness and learning on-site (Fang et al. 2020). 

Kang and Ryu (2019) proposed the ML model as a prediction model for accident types, but few ML models 

considered within the literature were developed to classify the accident reports with labels related to the accident 

causes (Zhang 2019, Zhang et al. 2019, Zhang et al. 2020, Zhong et al. 2020a). Shrestha et al. (2020) formulated 

the ML classification into a framework of upstream precursors linked to accident type, energy source, and severity. 

The latter factors are supposed to be solved accident hazards at the design phase. 

The literature showcases promising suggested implementation for ML in analysing construction accident reports. 

However, only a few efforts propose a concise, tested and externally validated prototype. Most of these prototypes 
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originated from a data mining model and less frequent classification and clustering. There is very promising usage 

proposals combining different accident attribute rules and advising safety instructions based on those rules. 

Classification of severity and accident types can be used in connection to a model’s ranked predicates. There are 

common limitations such as more risk factors and consequences could be hidden within the text but not extracted 

which is related to several factors such as the limitations in manual labelling (Zhong et al. 2020a), defined 

extraction rules (Tang et al. 2021, Xu et al. 2021b), or the technology of NLP (Zhang et al. 2019, Xu et al. 2021b). 

Moreover, the complexity and constraints of the context for implementing ML-based analytical models should be 

considered together with the domain specific complexities associated with the construction industry – but this is 

scarcely done in the existing literature. For example, solving hazards at the design stage would probably influence 

the design process and the involved professionals. Moreover, from an application point of view, the framework of 

converting text classification and keyword extraction into actionable prevention strategies is a challenge, especially 

in systems of information retrieval or question-answer tasks (Pan et al. 2022). Otherwise, external validation gives 

valuable insights into metrics such as the applicability, comprehensiveness, and accuracy of the system, and the 

misclassification and availability of the relevant data. 

 

4. DISCUSSION 

This section analyses the literature review, especially in answering the research question: 

What is the state of the art of research applying ML to accident report analysis in construction? 

The analysis was structured in the same sequence of the paper’s sections above. By analysing the literature, it can 

be noted that the data can be different in the structure (i.e., labelled or unlabelled), the degree of injury (near 

misses, accidents, fatality), or the data source (single or multiple companies, national registries). For data pre-

processing, there are brief justifications for choosing the pre-processing methods. There is no doubt that the data 

is one of the legitimate limitations such as data being manually labelled or structured which leads to less volumes 

of data. There are suggestions for tackling manual labelling by using distance supervision as solution (Wu et al. 

2022). Moreover, we have found that the data is confined by the missingness of factors outside of the organization 

such as governmental safety initiatives and regulations (Na et al. 2021). For that, data pre-processing which induces 

data loss might be not preferable for better safety severity prediction models (Koc and Gurgun, 2022). One 

proposal to improve data availability would be to add accident reports across multiple companies in comparable 

domains and even industries. Furthermore, the further introduction of digital systems in construction can create 

the potential to enrich available text data in larger volumes and integrate it with other sensory or imagery data 

(Baek et al. 2021, Yan et al. 2022, Ding et al. 2022). And, for smaller data sets, Ding et al. (2022) suggest the 

application of semi-supervised learning, few-shot learning, transfer learning, knowledge distillation, federated 

transfer learning, and model pre-training. It is also important to be mindful when using pre-structured data or 

predefined accident attributes, to not repeat the pattern of “what you look for is what you find” (Lundberg 2009). 

In a similar note, data being manually structured by some theory or framework, could also lead to a similar effect, 

unless the chosen method takes note of what lies outside the framework’s boundaries. Nonetheless, the limited use 

of semi-structured or unstructured data reflects the limitations of analysing and understanding this data. However, 

we need to more experiments with this kind of data with unsupervised ML. 

Another accident data limitation was the unbalanced characteristic. The critique of the notion of “unbalanced” 

when resampling lies in the implicit assumption that a phenomenon should generate balanced datasets, but this is 

not the case in the causes, types, and consequences of accidents. The different methods to balance the dataset imply 

that the ML designer moves into an unknown ground by assuming similarities in different parts of the studied 

phenomenon. Zhu et al. (2021) insight into the proneness of the SMOTE method to overfit indicate such 

consequences especially at the performance evaluation stage. The identified problems in data pre-processing are 

specific to the context of accidents in the construction industry and require further investigation, even so some 

evidence suggests that predicting fatality being sensitive to ROS, outliers, and data scaling (Koc and Gurgun, 

2022). Moreover, in pre-processing, word embedding algorithms (BERT, Word2vec, GloVe, LTP) and pre-training 

with domain-related data (Baker et al. 2020b) stand out as variations of the chosen methods. Domain specific 

language is an essential characteristic that can contribute to advancing NLP feature extraction, so creating domain 

specific lexicons and dictionaries is a fundamental data pre-processing asset that should become more available. 

Such resources allow for applying a wider range of NLP methods such as relation extraction and knowledge graphs. 
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In the reviewed literature, many different algorithms have been adopted in studies with broadly the main purpose 

to enable improved prevention of accidents. The series of adopted algorithms is not consistently accompanied with 

proper justification of the selected algorithm but appears to be a result of experimentation. This approach and using 

a combination of algorithms is a shared property with other machine learning studies (e.g., Portugal, 2018). 

However, there is a tendency to focus less on prevention measures and more on accident factors like a prioritised 

situation or location (Halabi et al. 2022). This is coupled with challenges related to the data but also ones related 

to NLP and information extraction not being comprehensive in capturing all expressions. Not to forget to mention 

construction vocabulary lexicons and tailored algorithms for word embedding like in Tixier et al. (2016) play a 

crucial role. This might be a general observation in text-based research in the construction industry that generic 

NLP pre-processing tools do not capture construction-specific terminology unless ontologies of semantic meaning 

were identified by the knowledge of domain experts (Baek et al. 2021). 

It is challenging to argue for a clear and consistent algorithm choice. But the review showed a promising 

application of deep learning algorithms (e.g., BERT, C-BiLSTM, SGRU, HAN) although the benefit of applying 

DL as opposed to other ML algorithms is yet to be established. We have seen previous authors raising concerns 

about uncertainty in the model or the data especially in DL (Zarei et al. 2023), but we also have seen approaches 

attempting to reduce that by applying DM in combination with DL and the use of fuzzy theory. Regarding ML, 

RF, XGboost and SVM show to be performing better than other algorithms. While DM and unsupervised learning 

is the type of learning that needs to be investigated further especially where it is less used (i.e. semi-structured and 

unstructured datasets). This might reflect the complexity of analysing text by NLP combined with data mining 

only. Moreover, there is much to be explored with text reasoning and advanced trends of Neural Module Networks 

combined with BERT and GPT (Ding et al. 2022). We would add to that the potentials of data analytics through 

large language models which exploded since late 2022. 

By analysing the current literature on the application of ML-based analysis of accident reports within the 

construction industry context, it is found that several opportunities were presented. ML-based analytical models 

were suggested for prediction/classification, clustering, and information retrieval. Only six prototypes were 

presented (Kim and chi 2019, Ma et al. 2021, Tang et al. 2021, Lu et al. 2023, Amiri et al. 2017, Goldberg 2022, 

Jiang et al. 2023). While only four of them have been externally validated which makes room for spotting potential 

improvements or any functionality problems. Some of the limitations are misclassification, the availability of 

relevant data, labelling dependencies and the efficiency of NLP extraction. It is important to note that data 

availability is a major drawback, especially given the high share of small construction companies in the market. 

These smaller companies may need to rely on larger firms to invest in ML solutions. Nonetheless, larger companies 

could encourage smaller firms to adopt technological solutions if reliable and cost-effective use cases are 

established. 

Other implications involve the utilization of safety recommendations that are extracted from the data. For example, 

the decision to stop construction to investigate a predicted accident (Ayhan and Tokdemir, 2019), or to make sure 

that the safety management-level is sufficient (Tang et al. 2021). To stop construction and investigate, is worth it 

even if it is estimated that there is a small chance to prevent a fatal accident but, in such case, an algorithm that 

allows for factors ranking is better preferred to for example DL. Furthermore, predictions involving worker’s 

information might raise ethical concerns that need to be taken in consideration (Choi et al. 2020). Generally, the 

recommendation provided by knowledge extraction of task-safety-risk-factors is one important ML contribution. 

But to expect that the ML-based recommendations for safety as intuitive and easily implemented by practitioners, 

is not realistic. Elements of digitalization and change management research are options to evaluate the adoption 

of ML models. Thus, more external validation efforts should be taken in consideration for understanding how such 

ML powered systems can be integrated into existing safety procedures and functions. 

So, in general we see low level of implementation of such ML models in construction. Even more, in hazard 

identification tasks, we see that accident reports data or safety tasks planning is not one of the current 

conversational AI applications in construction (Saka et al. 2023), which could be a future development for accident 

database analysis. So, the implementation of ML-based models would benefit from feasibility and implementation 

analysis, the involvement of practitioners, task definition and its expected use, together with listing all assumptions 

are crucial to the successful implementation of ML-based analytical models (Bilal and Oyedele 2020). 
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5. CONCLUSION AND FUTURE RESEARCH 

This article has endeavoured to review the latest developments in research applying ML to accident report analysis 

in construction. The review is an in-depth analysis organized into the themes: data pre-processing, algorithms, 

testing and implementation. The analysis of the literature on applied ML on accident reports show that using ML-

based models includes the classification of accident causes, accident type and consequences, prediction of severity, 

and extracting information from textual accident reports.  

Regarding the data, there are limitations related to data availability, not covering broad safety causes in addition 

to difficulty combining other sources of data. Moreover, we found a limited utilisation of semi-structured and 

unstructured data sets while 10 out of reviewed articles manually structured the data which reflects challenges in 

feature extraction and could explain why authors opt out of using unsupervised learning. The ML development is 

also dependent on data pre-processing. There are challenges concerning the differentiated frequencies relating to 

accident type, severity and causes which are handled with techniques that implicitly assumes that the occupational 

accident phenomenon should generate balanced datasets. With the pre-processing step the outcome of the ML 

model is not always improved, and more comparative studies like (Koc and Gurgun, 2022) are needed to optimise 

the choices of this step. Moreover, it is essential that more effort is given to increasing availability of domain 

specific NLP resources for the distinctive accident records in construction. 

In terms of algorithm choice, it is challenging to conclude which type of learning seems like the best approach in 

this domain, but DL, ML, and DM showed promising models. However, DM and unsupervised learning are less 

used with semi-structured and unstructured datasets which reflects the challenge of applying NLP combined with 

data mining only. 

The targeted focus of this research has resulted in a limited number of papers to be reviewed, which can be seen 

as a limitation. However, six prototypes were found, involving the extraction of accident elements, risk assessment, 

and rule-based safety recommendations. While four of the presented efforts were externally validated. Such 

validation revealed issues of applicability, comprehensiveness, and accuracy as well as challenges of 

misclassification and availability of relevant data. Conceptual propositions were also presented as decision-making 

schemes when the ML-based models were aimed at predicting severe accidents which showed promises of 

improved prevention. Nevertheless, there are several factors related to the models and the characteristics of the 

accident reports that challenge the development of accurate and informative ML analysis. Most importantly, 

applying ML-based analytical models in the construction industry for accident prevention purposes depends upon 

a clear definition of the ML task, its intended use and associated ethical concerns. This type of analysis risks to 

lead to the extraction of accident causes and risks that are already known, as a result of pregiven framing and 

concepts. Moreover, ML algorithms like RF are better suited for understanding safety recommendations but 

regardless of the used algorithm it is generally so that information is still hidden within text and not efficiently 

extracted with NLP. The application of NLP is complicated by the need of labelling the extracted factors and 

because it often fails to capture all possible expressions added to that the domain knowledge terminology 

repositories constraints.  

As the literature on ML analysis demonstrates, developing ML-based analytical models without careful feasibility 

study and the involvement of relevant stakeholders has a noticeable negative impact on the methodological choices 

of data pre-processing, algorithm choice, ML performance evaluation, and context constraints. While this is 

probably a general requirement that ML applied models in any domain should satisfy, but from a safety angle, this 

requirement is strictly necessary in the domain of construction. Moreover, it is not particularly established how 

safety professionals’ benefit from the model and what implications learning from accident reports has on site safety. 

Applying ML in the construction industry, would benefit from incorporating a standardized development method 

that take in consideration practical aspects through explication of how ML-based recommendations for safety 

informs decision making, and through external validation. 

Future research should focus on tackling the latter issues. The construction safety domain needs building domain 

specific NLP resources such as lexicons and word embedding algorithms. Future directions of text-based research 

should aim to create customised/domain specific NLP lexical ontologies for construction (Baek et al. 2021, Yan et 

al. 2022, Ding et al. 2022). Such developments might lead to a clarification of methodologies in terms of pre-

processing and ML algorithm employment and the applying methods such as relation extraction and knowledge 

graphs. Thus far, DM and unsupervised learning are applied, but they could be explored further in future research. 
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Previous reviews of text-based research advocated information extraction can also be facilitated by knowledge 

representation learning and attention mechanisms for improving relation extraction, distant supervision instead of 

manual labelling, and rule-based or graph neural networks for knowledge-based development (Wu et al. 2022).  

Research could also usefully carry out implementation studies on safety processes and management in construction 

companies. Of particular interest in such studies would be frameworks of integrated centralized computing 

platforms that are constantly fed with real time accident report data. From a methodological point of view, more 

experimental studies are needed to in order to draw firmer conclusions about the best ML methods to fit the domain 

specific context. Finally, an end-to-end text reasoning network based on Neural Module Networks or combined 

with BERT and GPT were proposed for interpretable text reasoning rather than just information extraction (Ding 

et al. 2022) and large language model present new analytic opportunities in thus domain. 
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